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#### Abstract

D. Michael Senter: Immersed boundary simulations and tools for studying insect flight and other applications (Under the direction of Laura A. Miller)


All organisms must deal with fluid transport and interaction, whether it be internal, such as lungs moving air for the extraction of oxygen, or external, such as the expansion and contraction of a jellyfish bell for locomotion. Most organisms are highly deformable and their elastic deformations can be used to move fluid, move through fluid, and resist fluid forces. A particularly effective numerical method for biological fluid-structure interaction simulations is the immersed boundary (IB) method. An important feature of this method is that the fluid is discretized separately from the boundary interface, meaning that the two meshes do not need to conform with each other. This thesis covers the development of a new software tool for the semi-automated creation of finite difference meshes of complex 2D geometries for use with immersed boundary solvers IB2d and IBAMR, alongside two examples of locomotion - the flight of tiny insects and the metachronal paddling of brine shrimp.

As mentioned, an advantage of the IB method is that complex geometries, e.g., internal or external morphology, can easily be handled without the need to generate matching grids for both the fluid and the structure. Consequently, the difficulty of modeling the structure lies often in discretizing the boundary of the complex geometry (morphology). Both commercial and open source mesh generators for finite element methods have long been established; however, the traditional immersed boundary method is based on a finite difference discretization of the structure. In chapter 2, I present a software library called MeshmerizeMe for obtaining finite difference discretizations of boundaries for direct use in the 2D immersed boundary method. This library provides tools for extracting such boundaries as discrete mesh points from digital images. Several examples of how the method can be applied are given to demonstrate the effectiveness of the software, including passing flow through the veins of insect wings, within lymphatic capillaries, and around starfish using open-source immersed boundary software.

As an example of insect flight, I present a 3D model of clap and fling. Of the smallest insects filmed in flight, most if not all clap their wings together at the end of the upstroke and fling them apart at the beginning of the downstroke. This motion increases the strength of the leading edge vortices generated during the downstroke and augments the lift. At the Reynolds numbers (Re) relevant to flight in these insects (roughly $4<R e<40$ ), the drag produced during the fling is substantial, although this can be reduced through the presence of wing bristles, chordwise wing flexibility, and more complex wingbeat kinematics. It is not clear how flexibility in the spanwise direction of the wings can alter the lift and drag generated. In chapter 3 , a hybrid version of the immersed boundary method with finite elements is used to simulate a 3D idealized clap and fling motion across a range of wing flexibilities. I find that spanwise flexibility, in addition to three-dimensional spanwise flow, can reduce the drag forces produced during the fling while maintaining lift, especially at lower $R e$. While the drag required to fling 2D wings apart may be more than an order of magnitude higher than the force required to translate the wings, this effect is significantly reduced in 3D. Similar to previous studies, dimensionless drag increases dramatically for $R e<20$, and only moderate increases in lift are observed. Both lift and drag decrease with increasing wing flexibility, but below some threshold, lift decreases much faster. This study highlights the importance of flexibility in both the chordwise and spanwise directions for low $R e$ insect flight. The results also suggest that there is a large aerodynamic cost if insect wings are too flexible.

My second application of locomotion pertains to a 2D model of swimming, specifically the method known as metachronal paddling. This method is used by a variety of organisms to propel themselves through a fluid. This mode of swimming is characterized by an array of appendages that beat out of phase, such as the swimmerets used by long-tailed crustaceans like crayfish and lobster. This form of locomotion is typically observed over a range of Reynolds numbers greater than 1 where the flow is dominated by inertia. The majority of experimental, modeling, and numerical work on metachronal paddling has been conducted on the higher Reynolds number regime (order 100). In this chapter, a simplified numerical model of one of the smaller metachronal swimmers, the brine shrimp, is constructed. Brine shrimp are particularly interesting since they swim at Reynolds numbers on the order of 10 and sprout additional paddling appendages as they grow. The immersed boundary method is used to numerically solve the fluid-structure interaction problem of multiple rigid paddles undergoing cycles of power and return strokes with a constant phase difference and spacing that are
based on brine shrimp parameters. Using a phase difference of $8 \%$, the volumetric flux and efficiency per paddle as a function of the Reynolds number and the spacing between legs is quantified. I find that the time to reach periodic steady state for adult brine shrimp is large ( $\approx 150$ stroke cycles) and decreases with decreasing Reynolds number. Both efficiency and average flux increase with Reynolds number. In terms of leg spacing, the average flux decreases with increased spacing while the efficiency is maximized for intermediate leg spacing.
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\begin{aligned}
& \text { 2.1 Flow chart illustrating the MeshmerizeMe workflow. Blue rounded boxes represent files, } \\
& \text { while square orange boxes represent user actions. The flow chart illustrates the two main } \\
& \text { entry points into the work flow from the source image: automatic edge extraction using } \\
& \text { the ContourizeMe script as well as manually creating the SVG by drawing "over" the } \\
& \text { image using software like Inkscape. . . . . . . . . . . . . . . . . . . . . . . . }
\end{aligned}
$$

2.2 The ContourizeMe GUI in action on Manjaro Linux 18.0.4 with Gnome DE emulated in VirtualBox. The main window to the left allows the user to select the desired type of parameterization of the source image. The user can chose grayscale, RGB, or HSV. The sliders allow the user to set the desired threshholding in that parameterization. The detected edges are displayed in the live image (upper right) in green. The user may optionally display the result of the paramterization and filtering (lower right). Starfish image reproduced from [1].
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2.7 (a) Source image for modeling flow through a junction in a lymphatic capillary, courtesy of Dr. Wenjing Xu from the Kathleen Caron lab. (b) SVG rendering of bifurcating vascular structure. (c) Vertex points discretized from SVG file. (d) Colormap of the magnitude of velocity of flow through a bifurcating dermal lymphatic capillary. Note that the vessel ends were artificially extended to allow for fully developed flow within the vessels. 25
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2.9 Snapshots showing oscillatory flow past a rigid starfish at $R e=800$ during the first 6 pulsation periods. The background heatmap illustrates vorticity.
2.10 Snapshots showing oscillatory flow past 1,3 , or 5 rigid starfish at $R e=800$ during the first pulsation period. The background colormap illustrates vorticity.28
3.1 Clap and fling in 3D. (A) At the beginning of a wing beat the wings are held close together. (B) the wings then rotate apart, and (C) form two large leading edge vortices. (i) Schematic of the fling (2), (ii) a side view of two immersed boundary wings engaged in fling, and (iii) a front-view of two immersed boundary wings engaged in fling.
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3.9 Vorticity and velocity fields in a slice for two wings performing a clap and fling at $R e=8$. Snapshots were taken during the third stroke at time $t^{\prime}=2.25$. The flexibilities were set to $\eta^{\prime}=\eta_{r} / 16, \eta_{r} / 8, \eta_{r} / 4, \eta_{r} / 2, \eta_{r}, 2 \eta_{r}$.
4.1 Schematic of a metachronal paddler with four paddles to illustrate the model used in our simulations. The left-hand side represents the head direction in which the paddler swims, while the right-hand side represents the tail area. The angles between the legs and the body of the swimmer are marked as $\alpha_{i}(t)$, the length of the leg is marked by $l$, and the constant distance between adjacent paddles is marked by $w$. All simulations we ran utilized swimmers with eleven paddles.
4.2 A frame from the high speed recording of a female brine shrimp swimming freely. The thoracopods were annotated for kinematics measurements (4 to 7 in the image), and the angle between the body and the tip of the leg was measured to describe the movement of the legs.
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4.4 The vorticity and velocity field for the $R e=40$ reference model with leg distance $L / 2$ over the last stroke at times (A) $t=149.00$ (B) $t=149.20$ (C) $t=149.40$ (D) $t=149.60$ (E) $t=149.80$ (F) $t=150.00$
4.5 Average flux across all the different $R e$ that were examined in section 4.3.3. The higher the $R e$, the longer the flow takes to achieve steady state and the higher the average flux $\langle Q\rangle$ at steady state.
4.6 Average flux and power consumption as a function of $R e$ during the final stroke of simulations in section 4.3.3. The average flux steadily increases with $R e$, reaching a near plateau towards the highest $R e$ simulated. Note the nearly five-fold increase in magnitude of $\langle Q\rangle$ between $R e=0.01$ and $R e=40$. The average power is highest for the lowest $R e$, falling off drastically as $R e$ values increase.
4.7 Vorticity and velocity for the end of the final stroke for varying $R e$ as described in section 4.3.3. Subfigures represent (A) $R e=0.1$ (B) $R e=0.5$ (C) $R e=1$ (D) $R e=5$ (E) $R e=10(\mathrm{~F}) R e=20(\mathrm{G}) R e=30$ and (H) $R e=40$.
4.8 The normed efficiency of the swimmer with eleven paddles using a phase difference of $\Delta \Phi=0.08$ as functions of both $R e(\mathrm{~A})$ and leg-spacing $w(\mathrm{~B})$. Efficiency increases nearly linearly with $R e$, being maximized at $R e=40$. The lowest $R e$ values are very inefficient, with normed efficiency less than 0.01 for $R e<1$. When changing the paddle-spacing the normed efficiency shows a less dramatic but more non-linear dependency on the tested values. It was maximized towards the middle of our range of values, with maximal normed efficiency achieved at $w=3 L / 4$.
4.9 Results of a leg-spacing study for Reynold's Number 40. Our default spacing in the other sections was $w=L / 2$, which corresponds to the left-most data point at distance $w=0.075$. We note that at a distance of greater than $5 L / 8$ we see a steady decrease in average flux. The average power consumption however seems to be minimized at a distance $w=3 L / 4$.
4.10 End of last stroke for different widths $w$ between the base of the paddles. (A) $w=L / 2$; (B) $w=5 L / 8 ;(\mathrm{C}) w=3 L / 4 ;(\mathrm{D}) w=7 L / 8 ;(\mathrm{E}) w=L \ldots . . . . . . . . . . . . . .$.
B. 1 Illustrating the subset of the insect vein geometry where the prescribed inflow condition is enforced.79
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3.1 The numerical parameters. Lengths are nondimensionalized by $w_{\text {chord }}$ and time is nondimensionalized by the flapping period.

## CHAPTER 1

## Introduction

All organisms must deal with the transport of fluids (air, water, blood, etc) for gas exchange and many also swim or fly through these fluids. For example, the expansion and contraction of the lungs moves air for the exchange of oxygen and carbon dioxide, and the the expansion and contraction of a jellyfish bell propels it through the water. Most of these organisms are also highly deformable and such elastic deformations can be used to move fluid, move through fluid, and resist fluid forces. For example, many leaves will reconfigure in strong winds into cone shapes that reduce drag [3]. Understanding the interactions of a deforming organism with a fluid gives rise to a particular class of problems known as fluid structure interaction (FSI), which are both ubiquitous and challenging. FSI problems can be grouped into external and internal flow problems. Examples of external flow include flight and gliding. On the internal flow side, examples of problems include cardiovascular flows, lymphatic flows, and airflow in the lungs.

Different strategies have been developed for dealing with FSI problems. One of the most robust classes of methods, specifically for dealing with problems in biological fluid dynamics, is the immersed boundary method $[4,5]$. Originally developed by Peskin [6], the fluid equations are described using an Eulerian framework, and the elastic equations describing the immersed structure are provided using a Lagrangian framework. The immersed boundary method includes a way to handle the interaction between the fluid and the structure whereby the structure is moved at the local fluid velocity and the force exerted by the structure on the fluid is interpolated as a source term in the momentum equation. This method has been successfully used to study a wide variety of problems in biological fluid dynamics, including cardiovascular fluid dynamics [6, 7, 8], fish swimming [9, 10], blood clotting [11, 12], insect flight [13, 14], and flows generated around pulsing soft corals [15].

In this thesis, I will consider 1) a method for obtaining a finite difference discretization of a boundary from images or drawings for use in immersed boundary simulations and 2) immersed boundary models for two methods of locomotion where paddles interact during swimming and where
wings interact during flying. The second chapter is motivated by the need for a semi-automated process to generate complicated geometries for biological structures. This is important as most studies using the original finite difference version of the immersed boundary method use relatively simple shapes to avoid this issue. To this end, I will develop a new method to create meshes directly from images of biological specimens in chapter 2. In the following two chapters, the immersed boundary method will be used to reveal the effects of interacting flexible wings and rigid paddles on lift and thrust production. In flight, the clapping of a pair of wings together followed by a rapid fling apart is known to enhance lift generation in tiny insects. In chapter 3, I will model a pair of insect wings as flexible ellipsoids performing the clap and fling motion in three-dimensions. I will then quantify how flexibility affects lift and drag generation. In chapter 4, brine shrimp legs will be modeled as a series of 11 rigid paddles that move in a idealized metachronal fashion to simulate the 11 pairs of paddles in adult brine shrimp. I will then quantify the average volumetric flux generated as a function of the phase difference between neighboring paddles, the spacing between paddles, and the Reynolds number.

### 1.1 A semi-automated method for the generation of finite-difference meshes

Different strategies have been developed for dealing with FSI problems, with two major classifications that can be used to distinguish between the different methods - one based on the mathematical framework and one based on the mesh discretization. The classification by mathematical framework can be broken down into two major groups. One group attempts to formulate the entire FSI problem in a single mathematical framework so that all fluid and structural equations are solved simultaneously. This class of methods is sometimes refered to as the monolithic approach. A second group of methods, sometimes referred to as the partitioned approach, treats the fluid and structural equations separately. In this way, specialized algorithms can be used in each part of the problem with the two results kept in sync via their interfaces.

The mesh discretization strategies can be classified as conforming and as non-conforming methods. In a conforming mesh method, the interface is treated as a boundary condition with the mesh conforming to this boundary. In this type of method, the mesh has to be recreated whenever the boundary moves or is deformed. In a non-conforming mesh method on the other hand, the interface is considered not a boundary condition but rather a constraint. This allows for the use of meshes
that do not conform to the boundary itself and which need not be recreated whenever the interface moves or is deformed.

For this component of the thesis, we will discretize the boundaries of biological structures from images for use in immersed boundary simulations. The immersed boundary method uses a partitioned, mesh non-conforming approach, as the fluid and structural equations are solved separately. This method will be described in more detail in Appendix B. The immersed boundary method in principle deals with immersed structures that do not take up volume. To deal with volume occupying structures, the structure itself may be represented as a mesh of interconnecting fibers. The semi-automated code we present in chapter 2 discretizes the edges of biological structures with evenly spaced points appropriate for immersed boundary simulations. Volumes can then be generated by filling in the enclosed region with a network of fibers.

### 1.2 Boundary Interactions and Locomotion

The interaction of boundaries is often used in animal locomotion to generate additional thrust, enhance lift, and maneuver. Such interactions include wing-wing interactions, fin-fin interactions, and body-fin interactions, among others. For example, the pteropod mollusc Clione limacina swims using wing-like parapodia that touch during both the upstroke and downstroke, generating additional lift [16]. The ciliary plates of comb jellyfish beat in a metachronal fashion, and the interactions of neighboring plates and the resulting shed vortices generate additional thrust [17].

The first boundary interaction problem I consider in this thesis is the clapping of wings in tiny insect flight. Insect flight is a particularly challenging and interesting topic. As most insects are small, they experience substantially different aerodynamics than larger animals such as birds. Wingbeat frequencies are in the 30 Hz to 1000 Hz range. This requires special adaptation, as the power output of skeletal muscle already deteriorates at frequencies lower than these. It additionally poses a challenge if beating of the wings is to rapidly cease, since muscle contraction is typically regulated by $\mathrm{Ca}^{2+}$, which is slow to turn off as it requires active pumping of the $\mathrm{Ca}^{2+}$ into the sarcoplasmic reticulum against its electrochemical gradient. Despite these issues, however, insects are readily observed to fly [18].

A further challenge in quantifying and modeling insect flight is due to the fact that they fly in the intermediate Reynolds number range $O(1)$ to $O(10,000)$, where viscous forces become increasingly important. Interdisciplinary work over the past three decades has revealed novel aerodynamic
mechanisms for insect flight, including the presence of a stable attached leading edge vortex, lift augmentation through wing rotation, and wake capture [19, 20, 21]. The aerodynamics of flight in the smallest insects is possibly even more intriguing. Unlike 'larger' insects, including fruit flies and dragonflies, the maximum lift generated during flight is much smaller than the thrust or drag experienced [13]. As the Reynolds number approaches 1, active flight is no longer observed in nature, potentially due to the fact that the force acting against gravity is significantly lower than the total force generated [22, 23].

The clap and fling mechanism has been observed in every tiny insect that has been filmed in flight to date $[24,25,26,27]$. In this case, the wings are either clapped together or come very close together at the end of the upstroke. The wings then rotate about the trailing edge before being flung apart during the beginning of the downstroke. As a result, two large leading edge vortices are formed that can greatly enhance lift for the first part of the downstroke [14, 24, 28]. This mechanism has been studied extensively using mathematical, numerical, and experimental models in two dimensions [14, 23, 28, 29]. More recent work has considered three-dimensional effects [30, 31]. However, the role of wing flexibility has not been considered in depth, and this is the goal of chapter 3 of the thesis.

The second example of boundary interaction considered in this thesis considers the interacting swimming appendages of brine shrimp. Brine shrimp, like many other crustaceans, beat their swimming appendages in a metachronal fashion to generate thrust and, in some cases, lift. The movement of each paddle consists of two reciprocal motions, a power stroke and a recovery stroke. The power stroke generates thrust by extending a limb and pushing the fluid past the swimmer. The recovery stroke returns the limb to its initial position at the beginning of the power stroke in a manner such as to reduce drag in the repositioning process. When arranged in series, additional thrust can be generated when neighboring paddles are moved out-of-phase [32].

The goal of chapter 4 is to extend previous work by Granzier-Nakajima et al. [33] on metachronal paddling in crayfish to the specific case of brine shrimp. Crayfish use four pairs of swimmerets placed relatively far apart to generate thrust. The swimmerets beat at Reynolds numbers on the order of 100 or higher with a $20-25 \%$ phase difference. Brine shrimp, on the other hand, begin swimming at Reynolds numbers close to 1 when newly hatched and swim at a Reynolds number near 40 as adults. They have 11 pairs of closely spaced appendages that beat with a $8-12 \%$ phase difference.

Granzier-Nakajima et al. [33] previously showed that a $22 \%$ phase difference is optimal for thrust generation using crayfish parameters. In that chapter, we explore how volumetric flux and time to reach steady state depend upon $R e$ and leg spacing for 11 paddles beating with an $8 \%$ phase difference, representative of brine shrimp.

## CHAPTER 2

## A Semi-Automated Finite Difference Mesh Generation Software ${ }^{1}$

### 2.1 Introduction

The immersed boundary method (IBM) is a mathematical formulation and numerical method for fully-coupled fluid-structure interaction problems that dates back to Peskin in 1972 [6]. Since its creation, the IBM has been used to study a wide variety of problems in biological fluid dynamics and fundamental fluid dynamics at low to intermediate Reynolds numbers ( $R e<10,000$ ). Diverse examples include the aerodynamics of insect flight [13, 26, 34], lamprey swimming [10, 9], jellyfish swimming [35, 36], and fluid flows through organs such as the heart and esophagus [8, 37, 7]. The relative ease of implementation and the availability of open source codes has made it particularly useful in research and education $[38,39,4]$.

The original IBM formulation discretizes immersed, elastic boundaries on a curvilinear finite difference mesh. Many immersed boundary studies are performed in 2D and use simple geometries with easy mathematical descriptions such as plates [13, 40], strings [41, 42], tubes [37, 43, 44], ellipses [45, 46], hemiellipses [47, 36], and circles [48, 49, 50], or in 3D with spheres [51] or cylinders [52]. In other cases, more complicated geometries are manually constructed by the user via explicit mathematical functions or sets of functions that describe the elastic boundary [53, 8, 54]; this endeavor is, however, non-trivial. David Baraff, a Senior Research Scientist at Pixar Animation Studios has publicly said, "I hate meshes. I cannot believe how hard this is. Geometry is hard." [55].

This immediately highlights a challenge in performing immersed boundary simulations for many biological applications that have complicated geometries. Most meshing tools are finite element based, such as MeshLab [56], Gmsh [57], or TetGen [58], all of which are open source. As far as

[^0]we are aware, there is not an openly available and easy to use tool for generating curvilinear finite difference meshes. A few finite difference meshing tools that are available constrain the mesh to a Cartesian grid using cuboids, such as the open source AEG Mesher [59], which was designed for electromagnetic simulations, and the propriety software Argus ONE [60], which was designed to help incorporate geographic information system (GIS) into numerical models [61].

What's more, many applications, especially those in biology and medicine, usually have some imaging data from which a mesh is estimated. For example, imagine generating a numerical model of blood flow through an arterial network. There are highly resolved images that clearly illustrate arterial branching patterns from which desirable geometric data, e.g., artery diameters, lengths, branching locations, etc., can be obtained. To perform numerical simulations that reveal the spatial variations in the flow due to small scale geometric effects, one must reconstruct this arterial network in detail. Even for 2D simulations this process is non-trivial, as one would first need to recreate the structure using parametric functions and then select particular parameter values that sample the structure's geometry to obtain a computational mesh with equally-spaced points. While this laborious approach may work for some simplified arterial geometries, if the actual arterial network contains walls that are not perfectly smooth or flat, simple tubular models may be insufficiently detailed and hence give rise to non-realistic results. Our software aims to fill this gap using edge detection on the original image, thereby preserving the original pattern and information from the images. Bézier curves are then used to mathematically describe the images, after which they are appropriately sampled to obtain a curvilinear mesh.

The challenge here is two-fold: first a continuous, parameterized description of the boundary of interest must be found, potentially through image segmentation, and then this boundary must be represented as a finite difference mesh with sampling to give the desired geometric spacing between adjacent geometric nodes. Given the widespread use of the IBM approach in both research and education [4, 38, 39, 62, 63], we found it useful to create the open source software package MeshmerizeMe, a tool that both detects boundaries in image data and creates finite difference meshes where the nodes are nearly uniformly spaced. The output files are designed to be coupled with IB2d [64, 38, 39], IBAMR [65], and other immersed boundary 2D software.

We provide an overview of the software MeshmerizeMe in Section 2.2. In particular, we detail MeshmerizeMe's implementation, workflow (Section 2.2.1), and how the software computes a
discretized mesh from parametric curves (Section 2.2.2). We then present a variety of examples using the software in Section 2.3; including two internal flow examples and one external flow example. The examples include hemolymph flow through dragonfly wing veins (Section 2.3.1), flow through a lymphatic capillary (Section 2.3.2), and oscillatory flow past a starfish (Section 2.3.3).

The most straightforward immersed boundary simulations using this software would be developed to simulate the flow past or through nearly rigid, complex, biological boundaries, as demonstrated in these examples. We do not currently have a method for using multiple images to simulate moving boundaries. There are, however, a few ways that one can model moving and deformable boundaries. To begin, each of the Lagrangian points can be translated or rotated using a prescribed mathematical function rather than moving the boundary based on image tracking. This approach has been used for a variety of biological applications, including flapping insect wings [13], swimming jellyfish [66, 36], flapping swimmerets [67] and heart pumping [44]. If, in addition to vertex points, springs and beams are added to pairs or triads of vertex points, elastic deformations due to the fluid-structure interaction can also be simulated. This type of approach has been used for leaves in flow [3], flapping filaments [41], the deformation of prey prior to puncture [68], and the movement of red blood cells [11, 12].

### 2.2 MeshmerizeMe Implementation

MeshmerizeMe is a software package for the creation of 2D geometry files for use with open source immersed boundary software such as IB2d and IBAMR. The software comes with two main scripts: 1) ContourizeMe, which reads in an image file and uses automatic edge detection to extract contours of interest into an SVG file, and 2) MeshmerizeMe, which processes SVG files and IB2d- or IBAMR-style input2d files to create *.vertex files describing the geometry of the SVG file at the appropriate resolution. Both SVG and vertex files are UTF encoded text files. SVG is a widely supported vector graphics format, while the vertex-format is used by IB2d and IBAMR to describe Lagrangian mesh points in an immersed boundary simulation. The MeshmerizeMe script also includes a tool that uses Matplotlib to allow the user to plot the geometry created by MeshmerizeMe for visual verification. These scripts are written to run in Python 3.x, and upon installation both scripts are added to the path on a Linux and Mac environment, but the scripts themselves are also compatible with Windows. This dual-script setup allows the end-user two distinct entry points into the workflow; see Fig. (2.1) for an illustration.


Figure 2.1: Flow chart illustrating the MeshmerizeMe workflow. Blue rounded boxes represent files, while square orange boxes represent user actions. The flow chart illustrates the two main entry points into the work flow from the source image: automatic edge extraction using the ContourizeMe script as well as manually creating the SVG by drawing "over" the image using software like Inkscape.

To provide a concrete example of the workflow, suppose an image is available either from the field or an experiment. To detect the edges and generate an SVG file, the user would run the ContourizeMe script on the desired image file (e.g., by typing ContourizeMe image.jpg in the commandline). This opens a GUI with several features that may be used to modify and enhance the image (see Figure 2.2). Note that common image formats such as jpg, png, and tiff are supported. For best performance, the image should provide a good contrast between the object boundary and background, while also having little noise. If this is not the case, ContourizeMe allows the user to adjust the image contrast and saturation ${ }^{2}$ using simple sliders to better highlight the boundary of interest. Using a slider for the pixel cutoff, the smoothness of the matched curve can be adjusted to account for noise. All of these sliders update in real time. If this proves insufficient, unwanted edges that were detected can easily be deleted at a later step. Once the user is satisfied with the result, the curve is exported to an SVG file to be used as input for the MeshmerizeMe script.

[^1]

Figure 2.2: The ContourizeMe GUI in action on Manjaro Linux 18.0.4 with Gnome DE emulated in VirtualBox. The main window to the left allows the user to select the desired type of parameterization of the source image. The user can chose grayscale, RGB, or HSV. The sliders allow the user to set the desired threshholding in that parameterization. The detected edges are displayed in the live image (upper right) in green. The user may optionally display the result of the paramterization and filtering (lower right). Starfish image reproduced from [1].

In some cases, the original image quality may be high enough to proceed directly to the discretization phase. In most cases, however, the user will want to make minor edits to the SVG file to remove any potential artifacts, such as curves corresponding to background noise in addition to the boundaries of interest. These edits can be done using common vector graphics software such as Inkscape (open-source) or Adobe Illustrator (commercial). Note that this also provides an alternate entry-step in the MeshmerizeMe workflow: curves can be freely drawn using such software if image data is either not available, the boundary structure is purely hypothetical, or in cases when the original image is too poor in quality for reliable edge detection. In the latter case, image layers may be used in software such as Inkscape that allows the user to trace over the desired edges to create the SVG file with the necessary boundaries. Once the SVG file has been cleaned in this manner, it is advised to collapse underlying groups and simplify contiguous paths, which in some vector graphics software can be done from the "save" menu. In other cases, software to do this is freely available online, such as SVGO and SVGOMG [69, 70].

With the desired geometry extracted into an SVG image, the next step consists of making a folder in which the SVG file itself can be found, as well as an IB2d-style file called input2d. This latter file includes information such as the spatial discretization step size (more details on this can be found below). Our script reads this file to calculate and sample the appropriate mesh. MeshmerizeMe is run by pointing it to the appropriate SVG file (e.g., typing MeshmerizeMe image.svg from the command line). It will then create the .vertex file containing the mesh. Note that the filename of the vertex file will be taken straight from the input2d file, regardless of the SVG filename. If multiple meshes are to be created, MeshmerizeMe can be run in batch mode by providing it with a list of file names. We also support piping from STDIN. This allows the user to easily pass a list of file names, such as one created by the find command, to MeshmerizeMe for batch processing.

The resulting .vertex file can then be used as input for immersed boundary simulations using IB2d and IBAMR. Note that the user will need to supply some additional information as to the relationship between the boundary points, for example whether or not they are connected with springs, beams, masses, and so forth. Currently, files that store this information must be manually created, although a few of these relations are implemented as classes in the MeshmerizeMe library to help with writing such scripts. Once this stage is completed, the immersed boundary simulation is ready to run.

### 2.2.1 Overview of contour extraction

In this section, we provide an overview of how ContourizeMe extracts contours from images. This is motivated by the need to accurately estimate the shapes of objects from planar images or within some cross-section. Many techniques, ranging from edge-finding using image gradients to image segmentation accomplished through supervised training of Deep Neural Nets, have been proposed as generalized methods to extract such edges [71, 72]. The niche filled by MeshmerizeMe is to easily obtain 2D meshes from image data that can be directly used in IB2d and IBAMR. In essence, it allows for the semi-automated generation of meshes from image data using simple contour estimation from hand chosen thresholds of pixel values [73] as a first step in the IBM workflow. This replaces the need to completely create the structure mesh manually by finding idealized functions approximating the shape of interest. This method was chosen for its simplicity and fast estimation in obtaining user-verified 2D shapes of arbitrary smoothness and precision.

The ContourizeMe GUI was developed with the Python package Tkinter. Contour estimation
from image thresholding works by first applying noise reduction to a given image if needed. The contour is assumed to be represented in the image by a gradient or steep change in the pixel values that separates the foreground, or object of interest (OOI), from the background. For many images this means the existence of one or three inequalities or pixel-value bounds ( 3 for the case of RGB and HSV values) that quantify this separation. Image noise from one or multiple sources can make these inequalities ill-defined. Possible sources of image noise are numerous and include sensor and electronic-circuit noise, analog-to-digital conversion errors, and even statistical quantum fluctuations [74, 75]. ContourizeMe provides implementations of various common noise reduction techniques that the user may choose from depending on the source and strength of the noise present in their own images.

In the next step after determining an appropriate noise reduction technique, the user manually determines one or more pixel value bounds depending on a given parameterization (RGB, grayscale, HSV, etc.) that forms the lowest-area hull that corresponds to the object of interest. This closed region is used to produce a binary image with pixel values of 1 corresponding to those contained in the provided region and 0 corresponding to those not in this region. A topological algorithm in OpenCV [73] is applied to this binary image to give contours that fully describe 'separate' clusters of homogeneous pixels (in this case pixels that all equal 1). This algorithm yields integer pixel estimates of the boundaries, which are then refined to sub-pixel estimates with user specified smoothness via the Chan-Vese algorithm. More details are provided in the following subsections.

These contours themselves are estimations of the shapes of interest that are then used to yield precise descriptions of the shapes as a set of continuous Bézier curves (see C). Bézier curves are constructed using evenly spaced points from the sub-pixel boundary estimates and exported in the SVG format.

Noise reduction Filtering algorithms, the topological contour estimation algorithm, and most of the image manipulations (such as RGB to HSV conversion, thresholding, etc.) are accomplished in ContourizeMe via Python bindings of the OpenCV package [73]. OpenCV is a computer vision suite developed in C++ built to tackle various problems including segmentation, 3D reconstruction, edge-finding, and other related tasks.

ContourizeMe's main GUI includes:

- An average filter which essentially is a type of down sampling that assumes the true value of any pixel can be estimated by the average pixel value of a $K$ by $K$ window surrounding that pixel. This is equivalent to convolving the image with a low-pass filter kernel.
- A Gaussian filter which convolves the image with a Gaussian kernel of a specified size and standard deviation in both the x and y directions. This is similar to the average filter, but pixels are weighted via the 2D Gaussian function specified before they are averaged.
- A median filter which instead of the average over a window, takes the median pixel value. This kind of filter is typically used for "salt and pepper" type image noise, and has the advantage of leaving only pixel values that would have been observed in the original image.
- A bilateral filter which is the recommended choice. The bilateral filter behaves similarly to the Gaussian filter, but in addition to weighting pixels by their spatial distance it also weights them by their difference in intensity in an attempt to preserve edges or gradient information.

While the bilateral filter is recommended because of its intended edge-preservation [76], one may want to employ one of the other convolution filters as they can smooth boundaries produced by the thresholding and topological algorithms. We must also stress that this selection is highly limited in scope and much more sophisticated and robust techniques for the denoising of images exist depending on the image acquisition method and content. It may be that making a model of the noise via a deep neural net such as UNet [77], CAIR [78], Noise2Noise or Noise2Void [79] may be required or produce better results. Any method may of course be employed before using this segmentation GUI.

Smoothing the results from OpenCV's algorithm In order to give the user control over the smoothness of the resulting curve they obtain, we use a Python implementation of the Chan-Vese level set algorithm [80]. This method of smoothing the curve ensures that reductions in the curvature are chosen such that they have minimal costs to accuracy and that the contour remains true to the original image. We allow users to specify both the error tolerance in pixels, as estimated from each iteration of the Chan-Vese algorithm, and the parameter $\alpha$ which controls the contribution of the total curvature of the boundary to the energy functional and thus the smoothness of the obtained contour.

### 2.2.2 Going from curves to mesh

The second part of our software package consists of a script that takes vector based graphics, specifically the "Scalable Vector Graphics" (SVG) standard, to obtain a discretized curvilinear mesh that describes the boundary of the object of interest. The idea behind vector graphics is to represent shapes in terms of control points of non-uniform rational basis splines (NURBS). Only control points of the parameterized curves are stored while the standard defines the basis polynomials themselves. The resulting curves can be represented smoothly at any scaling or resolution of interest and can easily be mapped to the simulation space using an affine transformation.

A variety of vector graphics file formats are available, several of which are proprietary. We have chosen to implement our software using the SVG standard because it is a popular, open-source standard and for its ease of use. SVG files are UTF encoded text files following an XML schema, making them amenable to XML parsing methods. A particular benefit of the SVG standard is that it is widely supported; if edge detection fails or gives insufficient resolution, multiple vector graphics programs such as Inkscape or Adobe Illustrator may be used to clean up or directly hand-draw the boundaries of interest from an image. The standard has support both for Bézier curves as well as geometric primitives (rectangles, triangles, etc.), and the current version of MeshmerizeMe utilizes the free path element, which encodes curves as Bézier curves.

To reduce the need for additional configuration files, MeshmerizeMe has been built to utilize the 'input2d' file format that is utilized by IB2d and IBAMR. This file is required, and the MeshmerizeMe code expects the following variables to be defined in the input2d file:

- Lx, Ly: the length of the computational domain in the $x$ and $y$ direction, respectively.
- Nx : number of points in the $x$ direction. ${ }^{3}$

Even if the user chooses to use a different CFD software for the simulation, MeshmerizeMe can still be used to create the requisite mesh points. Strict adherence to the IB2d format is not required. A minimal working example of the input2d file required for MeshmerizeMe requires only four lines. The example below will create a mesh appropriate for a $[0,0.5] \times[0,0.5]$ domain with a $64 \times 64$ mesh.

[^2]```
Nx = 64
Lx = 0.5
Ly = 0.5
string_name = test
```

Please note that this minimal example is only sufficient for MeshmerizeMe. A simulation for IB2d or IBAMR will require additional settings in the input2d file, such as the fluid paramaters mu and rho and temporal information such as the desired time step dt and time the simulation is to run. Any such additional settings may be present in the input2d file, but will be ignored by MeshmerizeMe.

Meshmerize $M e$ will automatically compute the appropriate boundary point spacing of $\Delta s=\frac{1}{2} \Delta x$, where $\Delta x=\frac{L_{x}}{N_{x}}$. We note that it is standard in the immersed boundary literature to set the spacing between the immersed boundary points to half that of the spatial step for the Navier-Stokes solver, $\Delta s=\frac{1}{2} \Delta x[4]$. This choice of spacing allows the boundary points to move independently while also restricting most of the flow between the points. Using these parameters, the software will parse the supplied SVG file itself and extract the path objects, splitting them up into individual Bézier curve objects. The control points are then converted to the experimental coordinate system defined by Lx and Ly.

Let $\gamma(t) \in \mathbb{R}^{2}$ represent a particular Bézier curve. To create the mesh, we seek $n$ parameters $\left\{t_{i}\right\}$ with $0 \leq t_{1}<t_{2}<\ldots<t_{n} \leq 1$ such that the distance between points on the curve with these parameters is fixed:

$$
\begin{equation*}
d\left(t_{i}\right)=\left\|\gamma\left(t_{i+1}\right)-\gamma\left(t_{i}\right)\right\|=\Delta s, \quad i=1, \ldots, n-1 \tag{2.1}
\end{equation*}
$$

We utilize a gradient descent method to find these parameters. Specifically, we define our cost function $J(\boldsymbol{t})$ using the mean squared relative error of all $d\left(t_{i}\right)$ values (scaled by $\frac{1}{2}$ to cancel the power of 2 coming from the partial derivatives in (2.4))

$$
J(\boldsymbol{t})=\frac{1}{2(n-1)} \sum_{i=1}^{n-1}\left(\frac{d\left(t_{i}\right)-\Delta s}{\Delta s}\right)^{2}, \boldsymbol{t}=\left[\begin{array}{lll}
t_{1} & \ldots & t_{n} \tag{2.2}
\end{array}\right]
$$

and minimize $J(\boldsymbol{t})$ by iteratively updating $\boldsymbol{t}$ with a variable learning rate $\alpha$ :

$$
\begin{equation*}
\boldsymbol{t}_{\text {new }}=\boldsymbol{t}_{\text {old }}-\alpha \nabla J(\boldsymbol{t}), \tag{2.3}
\end{equation*}
$$

where

$$
\frac{\partial J}{\partial t_{j}}= \begin{cases}\frac{-1}{(n-1)(\Delta s)^{2}}\left[\frac{1}{d\left(t_{j}\right)}\left(d\left(t_{j}\right)-\Delta s\right)\left\langle\gamma\left(t_{j+1}\right)-\gamma\left(t_{j}\right), \nabla \gamma\left(t_{j}\right)\right\rangle\right], & \text { if } j=1  \tag{2.4}\\
\frac{1}{(n-1)(\Delta s)^{2}}\left[\frac{1}{d\left(t_{j-1}\right)}\left(d\left(t_{j-1}\right)-\Delta s\right)\left\langle\gamma\left(t_{j}\right)-\gamma\left(t_{j-1}\right), \nabla \gamma\left(t_{j}\right)\right\rangle\right], & \text { if } j=n-1 \\
\frac{1}{(n-1)(\Delta s)^{2}}\left[\begin{array}{c}
\frac{1}{d\left(t_{j-1}\right)}\left(d\left(t_{j-1}\right)-\Delta s\right)\left\langle\gamma\left(t_{j}\right)-\gamma\left(t_{j-1}\right), \nabla \gamma\left(t_{j}\right)\right\rangle \\
-\frac{1}{d\left(t_{j}\right)}\left(d\left(t_{j}\right)-\Delta s\right)\left\langle\gamma\left(t_{j+1}\right)-\gamma\left(t_{j}\right), \nabla \gamma\left(t_{j}\right)\right\rangle
\end{array}\right], & \text { otherwise. }\end{cases}
$$

Here, we use the notation $\langle\mathbf{a}, \mathbf{b}\rangle$ to denote the inner product between $\mathbf{a}$ and $\mathbf{b}$.
The number of points $n$ to be found per path are estimated by dividing the arc-length by the desired length $\Delta s$. This may result in more dense than optimal spacing of points, but in practice achieves sufficient accuracy. The error will depend on the curvature of $\gamma$.

We then evaluate our curve at the points $t_{i}$ obtained from this technique to determine the discretized boundaries of interest. The produced Lagrangian mesh is output to a file called fname.vertex where 'fname' is based on the value of string_name taken from the 'input2d' file. The vertex file itself is a simple text file. The first line consists of an integer giving the total number of mesh points and the following lines contain one mesh point each, given as a space delimited pair of floats representing the $x$ and $y$ direction coordinates.

Distribution of Errors in Approximation To test the relative accuracy of our script, we created 5,000 SVG files each containing a randomly generated cubic Bézier curve. For purposes of uniformity during testing, each curve was generated on a $1000 \times 1000$ pixel domain to be mapped onto a $1 \times 1$ mesh domain using a $256 \times 256$ grid. All parameters were set to default values. A script was then run to calculate the minimum, maximum, mean, and median relative errors for each curve. The mean of the median relative error of curves in the script is $3.2 \%$ The middle $50 \%$ of median relative errors is in the 2.6-3.5\% range. See figure (2.3) for the distribution of the median relative errors.


Figure 2.3: A distribution plot of median errors calculated from the meshes created for the error experiments in Section (2.2.2).

Note that if a higher degree of accuracy is desired, the user is able to experiment with different parameters that can influence the average error. MeshmerizeMe allows the user to set both the learning rate as well as the convergence threshold of the mean squared error (MSE) as command-line options when creating the mesh.

One potential limitation on the error is the method we have chosen to seed the curves. Specifically, after reading the SVG our script merges all individual SVG path objects into a single path object. This path object is then split into several sub-paths of equal arc-length. Each of these sub-paths are seeded with $n=L_{s p} / \Delta s$ points, where $L_{s p}$ is the length of the sub-path and $\Delta s$ is the desired Euclidean distance between mesh-points. For sub-paths with very large curvature, this seeding method may overestimate the number of points necessary for ideal discretization. In such cases, the user may re-run the MeshmerizeMe script with the num-points flag to manually specify a lower number of points per sub-path. In our experience, this is an unusual occurrence that can usually be solved by experimenting with the num-points flag.

It should also be noted that our current algorithm assumes the object of interest is a contiguous
path, that is we assume the object can be represented by a single poly-Bézier curve with at least geometric continuity. In the SVG file, this representation is not limited to representation by a single path element. When the SVG file is parsed, all path elements are merged into a single poly-Bézier path object. This object is then divided into several sub-paths of approximately equal length which are then processed in parallel. If the object of interest consists of two non-contiguous paths or multiple objects are represented in the source SVG, the MeshmerizeMe script will report a large error resulting from the distance between two sequential points on non-contiguous paths. In the presence of several non-contiguous paths, the minimization algorithm will lead to a slight skewing of points towards path boundaries.

### 2.3 Examples: Bringing everything together

We present several examples that illustrate the software's ability to recreate complex geometries. In each example, ContourizeMe is used to extract contours from images, MeshermizeMe is then used to compute the model's discretized geometry. The flow within or around the geometries is solved using an open-source implementation of IBM, either IB2d or IBAMR. The following examples are illustrated:

1. Hemolymph flow through dragonfly wing veins (Section 2.3.1)
2. Lymph flow through a branching lymphatic capillary (Section 2.3.2)
3. Oscillatory flow past a starfish or array of starfish (Section 2.3.3)

In every example, we present the original image on which the computational geometry is based, followed by images that illustrate how MeshmerizeMe computed its associated discretized mesh. Finally, we present computational results to illustrate successful integration of the geometry into the IBM software.

### 2.3.1 IB2d: Dragonfly Wing Veins Example

For our first example, we chose a public domain image of a dragonfly wing shot with a Canon EOS 5D Mark with a 100 mm lens [2]. For the purpose of running a tractable fluid-structure interaction simulation, we cropped this image to a section of the wing and manually occluded parts of the veins using the open source image manipulation software GIMP [81]. Figure 2.4 shows the original image of the dragonfly wing and the region that was chosen for numerical simulation.


Figure 2.4: (a) The original public domain image of a dragonfly wing [2]. (b) The partial region of the dragonfly wing that was chosen for numerical simulation in IB2d. Some vessels were opened so that flow would have obvious entry and exit paths.

As shown in Figure 2.2, we used the ContourizeMe GUI to create boundaries describing the subsection of the wing vasculature. Briefly, the image was cropped so that only a couple dozen vessel segments would be considered. The image was then loaded into the ContourizeMe GUI. Noise reduction was then applied to the image, and a pixel bound was selected such that the lowest-area hull sufficiently matches the edge of the vessel network. The edges were then smoothed using the Chan-Vese algortihm, and the result was exported to SVG.

The MeshmerizeMe script was then used to obtain a curvilinear mesh from the SVG file. The $x$, $y$ coordinates of this mesh were written to the .vertex file. The file contained the coordinates for approximately equally-spaced Lagrangian points that were then used as an input into IB2d. For the purpose of running an IB2d simulation where the complex geometry remains relatively fixed while the fluid is driven through it, we only require the vertex point of each Lagrangian Point, i.e. the $(x, y)$ values of each point along the insect wing. Since the wing veins should be relatively rigid and not move, each Lagrangian vertex point was tethered to a target point (see B.1). This has the effect
of applying a force proportional to the distance between the location of the actual boundary and the desired position. In other words, the boundary is pushed back into place as fluid moves through the network. The necessary input information for IB2d is written in the wing_veins.vertex and wing_veins.target files.

This example can be found in the open source IB2d software available at www.github.com/ nickabattista/IB2d and this example can be found in the following subdirectory, IB2d/matIB2d/ Examples/Example_MeshmerizeMe/Dragonfly_Wing/. More details on IB2d and the immersed boundary method in general can be found in Appendix B.

To drive flow through the wing, a penalty force is applied to the fluid that is proportional to the difference between the local fluid speed and the local target velocity (see B.1). For our example, a parabolic flow profile is enforced at the inlet of the insect wing, and all subsequent flows through the veins result from that inflow and are not themselves prescribed (see Figure B.1). The full implementation of this simulation can be found in the please_Compute_External_Forcing.m script.

To illustrate flow through the wing vein geometry, we ran multiple simulations corresponding to various Reynolds numbers ( $R e$ ), given by

$$
\begin{equation*}
R e=\frac{\rho L U}{\mu}, \tag{2.5}
\end{equation*}
$$

where $\rho$ is the density of the fluid $\left(\mathrm{kg} / \mathrm{m}^{2}\right), \mu$ is the dynamic viscosity $(\mathrm{Ns} / \mathrm{m})$, and $L$ and $U$ are characteristic length and velocity scales respectively. We note that in these simulations, we varied $\mu$ while holding $\rho=1000 \mathrm{~kg} / \mathrm{m}^{2}, L=w$ (width of the vein where the inflow is produced), and $U=5 \mathrm{~m} / \mathrm{s}$ (the maximum speed of the parabolic inflow). Simulations were run over several orders of magnitude of $R e$ ranging through $R e \in[0.1,100]$ on a $[0,0.5] \times[0,0.25]$ grid with resolution of $d x=0.5 / 1024=0.25 / 512=d y$.

The result illustrates the flow through the complex geometry as shown in Figs. 2.5 and 2.6. We note that the example of flow through a subset of the veins in a dragonfly wing was chosen to showcase the functionality of the software to capture and digitize intricate complex structures.

Figs. 2.5 and 2.6 compare the flow profiles and pressures generated for three simulations when inflow reaches its steady state through the dragonfly's complex wing vein geometry at $R e=0.6,6,60$.

It is clear there is more flow through the complex morphology with higher pressures for higher $R e$. Note that when using the immersed boundary method, the entire structure is fully immersed within a fluid, so there is fluid in the region enclosed between veins. Hence the pressure fields in such regions are not physical but instead are artifacts of these regions being within a fluid environment and being enclosed.


Figure 2.5: Snapshots comparing the magnitude of velocity for different $R e, R e=0.6,6,60$.


Figure 2.6: Snapshots comparing the pressure for different $R e, R e=0.6,6,60$.

### 2.3.2 IBAMR: Lymphatic Capillary Example

As another example of how our software can be used, we present a case in which the vessel walls of a junction from a dermal lymphatic capillary are reconstructed from an image. This image is courtesy of Dr. Wenjing Xu from the Kathleen Caron lab (UNC-CH) and was taken from the back region of a wild type mouse embryo. The image was generated with fluorescence microscopy to highlight the lymphatic vessel boundaries as shown in Figure 2.7a. The simulations described below were performed using the immersed boundary method with adaptive mesh refinement (IBAMR) (See Appendix B).

After the contours were extracted using ContourizeMe, the ends of the vessels were extended using image software to allow the flow within the vessels to fully develop before reaching the actual vessel geometry. Parabolic outflow was prescribed as a boundary condition to effectively "pull" the fluid into the vessel ends with a maximum velocity of $10^{-5} \mathrm{~m} / \mathrm{s}$. This velocity is consistent with the reported range of observed lymphatic flow velocities, which are as low as $10^{-7}$ and as high as $10^{-3} \mathrm{~m} / \mathrm{s}[82,83]$. Note that the vessel ends were placed at the left domain edge for this purpose. Neumann boundary conditions were used at the right edge of the domain to allow volume conservation (fluid escapes on this side), and periodic boundary conditions were used at the top and bottom of the domain. The vessel was assumed to be nearly rigid over the time scale of a simulation. The Navier-Stokes equations were discretized on a $512 \times 512$ grid with 3 levels of mesh refinement and a refinement ratio of 4 . The fluid domain size was set to $L=1.2 \times 10^{-3} \mathrm{~m}$, where the spatial step size was set to $\Delta x=L / 512$. The vessel walls were described using a curvilinear mesh where the distance between immersed boundary points was set to $\Delta s=\Delta x / 2$. The time step size was taken as $d t=5.0 \times 10^{-6} \mathrm{~s}$. The lymph was parameterized with mass density $\rho=1000 \mathrm{~kg} / \mathrm{m}^{3}$ and dynamic viscosity $\mu=10^{-3} \mathrm{Ns} / \mathrm{m}^{2}$.


Figure 2.7: (a) Source image for modeling flow through a junction in a lymphatic capillary, courtesy of Dr. Wenjing Xu from the Kathleen Caron lab. (b) SVG rendering of bifurcating vascular structure. (c) Vertex points discretized from SVG file. (d) Colormap of the magnitude of velocity of flow through a bifurcating dermal lymphatic capillary. Note that the vessel ends were artificially extended to allow for fully developed flow within the vessels.

### 2.3.3 IB2d: Starfish Example

The last example we present is that of flow around a starfish using IB2d. The original JPG image of the starfish was taken from WikiMedia Commons, courtesy of the NOAA Sea Grant Program in the The Coral Kingdom Collection [1]. The SVG file was produced by ContourizeMe, and the boundaries were discretized using MeshmerizeMe as shown in Figure 2.8. Figures 2.8c, 2.8d, and 2.8f give the discretized geometries for the starfish at resolutions appropriate for an immersed boundary simulation in a square fluid domain with $L_{x}=L_{y}=1$ where the spatial step size within such domain was set to $\Delta x=L_{x} / 128(128 \times 128)$ and $\Delta x=L_{x} / 256(256 \times 256)$, and $\Delta x=L_{x} / 1024(1024 \times 1024)$ respectively. Note that in Figure 2.8 f that the starfish's outline is still composed of discretized points. Recall that the average spacing between boundary points is set to one half of the spatial step size, e.g., $\Delta s=0.5 \Delta x$. Once the boundary describing the starfish is discretized at the desired resolution, it is placed inside of a rigid channel, where oscillatory flow will be prescribed to rush past the starfish as shown in Figure 2.8e.

We acknowledge that the starfish geometry is rather complex, and our simulation is relatively coarse. As such, we are likely not resolving the details of the flow very close to the starfish body. We would like to point out, however, that the purpose of this example is to further illustrate MeshmerizeMe's ability to resolve and capture the fine structure detail of an SVG image. Thus, our goal in this example is not necessarily to resolve these fine scale flow structures. This example also highlights that once the geometry has been created for a single starfish, it can be easily altered. For example, this geometry can be copied, translated to different regions of the domain, or rotated since the software provides a parameterized set of points.


Figure 2.8: (a) Original Starfish image courtesy of NOAA Sea Grant Program [1] (b) SVG image of the starfish generated by ContourizeMe script (c), (d), (f) The discretized geometry at grid resolutions of $128 \times 128,256 \times 256$, and $1024 \times 1024$ respectively. (e) Computational geometry containing a starfish in a channel with prescribed oscillatory parabolic inflow (see B.1).

We ran a single starfish simulation at $R e=800$ (see Eq. 2.5), where $L=0.08 \mathrm{~m}$ (the height of the starfish), $V=1.0 \mathrm{~m} / \mathrm{s}$ (half the maximum oscillatory inflow speed), and $\rho$ and $\mu$ are $1000 \mathrm{~kg} / \mathrm{m}^{2}$ and $0.1 \mathrm{Ns} / \mathrm{m}$, respectively. An oscillatory flow condition was used to produce flow past the starfish with frequency of $f=2 \mathrm{~Hz}$, see B.1. The numerical simulation was performed for a fluid domain with lengths $[0,1] \times[0,0.25]$ and a consistent spatial step size in each direction, e.g.,
$d x=1.0 / 1024=0.25 / 256=d y$. Snapshots from the numerical simulation that illustrate a heatmap of vorticity are found in Figure 2.9.


Figure 2.9: Snapshots showing oscillatory flow past a rigid starfish at $R e=800$ during the first 6 pulsation periods. The background heatmap illustrates vorticity.

Previously, one of the main difficulties in performing this immersed boundary simulation would be the finite difference discretization of the starfish. MeshmerizeMe provides a convenient way to do this, without having to manually piece together the geometry either by point-by-point construction or combining user-defined piecewise functions or splines. To demonstrate the versatility of this method, we insert multiple starfish into the channel. Figure 2.10 provides snapshots showing the vorticity during the first pulsation period of oscillatory flow around one, three, or five starfish within a channel. The example for flow around a single starfish can be found in the open source IB2d software's sub-directory, IB2d/matIB2d/Examples/Example_MeshmerizeMe/Starfish/.


Figure 2.10: Snapshots showing oscillatory flow past 1, 3, or 5 rigid starfish at $R e=800$ during the first pulsation period. The background colormap illustrates vorticity.

### 2.4 Discussion

In this chapter, we introduce a software library that will extract edges from images, fit these images with Bézier curves, and discretize the curves into a curvilinear finite difference mesh with nearly constant spacing between points. Such meshes are useful in a variety of mathematical applications, including 2D numerical simulations of fluid-structure interaction (FSI) problems using the immersed boundary method. We present three such applications of the tool used in conjunction with the immersed boundary method including 1) flow of hemolymph in the veins of an insect wing (internal flow), 2) flow of lymph in a mouse lymphatic capillary (internal flow), and 3) flow of water around starfish (external flow). These images were taken with either high resolution digital cameras
or fluorescence microscopy. Prior to this software release paper, the software was successfully applied in another internal flow application of blood flows over the trabeculae in zebrafish embryonic hearts [84]. Here the meshes were created from images taken from an inverted (light) microscope [85]. This illustrates the software's robustness in its ability to construct discretized meshes from various imaging methods. Note that all of the above examples were performed using open-source implementations of the immersed boundary method, either IB2d [39, 38] or IBAMR [65].

While MeshmerizeMe merely provides 2D geometries, its output format can serve as a starting point in the development of 3D models. Commercial CAD software such as Fusion360 allow the import of SVG images, such as those produced by the ContourizeMe script, as sketches. Fusion360's built-in scripts allow the import of a CSV file describing a spline using XYZ coordinates. The latter is easily produced via commandline tools like tail and sed from the vertex files produced by the MeshmerizeMe script. This likewise imports the curves as a sketch. These imported sketches can then be turned into 3D objects using extrude and rotate commands. From here on, existing 3D meshing tools may be used to produce a mesh suitable for a 3D simulation.

To create simple 3D geometries, the 2D mesh could be extruded manually by adding a third coordinate, and this coordinate could be varied by $\Delta s$ to obtain a finite difference mesh that describes an outer wall. Similarly, the 2D mesh could be rotated about a central axis to obtain another simple 3D geometry. Sample applications of these simple geometries could include wings or fins with constant cross sections and axisymmetric structures such as tubular hearts, jellyfish, and some worms. The meshes could also be used in other finite difference approaches to FSI problems, including the Method of Regularized Stokeslets [86], the immersed interface method [87], sharp interface methods [88, 89], or the blob projection method [90]. The software library could also be applied in the numerical simulation of other physics problems, including the uptake of particles [91] and electrodiffusion [92]. In future releases of the software library, we plan to add additional functionality that includes the automation for material property model input files, e.g., springs, beams, etc., for the geometry's discretized points.

In addition to use in research, this library may serve as a powerful tool for student research and education, particularly in mathematical modeling at the undergraduate and graduate levels. MeshmerizeMe provides students with open source tools that can easily be used to build relatively complicated $2 D$ meshes from images. These boundary meshes are easily imported and used in IB2d
and IBAMR, both of which are also open source libraries. One of the coauthors has developed a series of online videos to make the use of this software even easier for students [93]. Both IB2d and MeshmerizeMe have been used in the authors' undergraduate and graduate courses, including mathematical modeling, mathematical biology, numerical analysis, and a first year seminar on biological fluid dynamics. Furthermore, the libraries have been successfully used in numerous undergraduate research projects [94, 95] and contemporary locomotion research endeavors [96].

## CHAPTER 3

## Three-dimensional flexible clap and fling in tiny insect flight

### 3.1 Introduction

Insects represent an incredible amount of biodiversity and inhabit virtually every biome. It is estimated that there are 5.5 million species of insects [97], and more species of beetles have been described than species of all vertebrates combined. Tiny insects of body lengths on the order of 1 mm or less also inhabit nearly every ecosystem and represent tens to hundreds of thousands of species of thrips [98] and parasitoid wasps [99]. Though not as obvious to the naked eye, their dispersal patterns are significant to the spread of disease [100, 101], prevalence of agricultural pests [102, 103], and strategies for biological control using parasitoid wasps [104].

It has been long known that insect flight differs substantially from the flight of fixed wing aircraft, and the application of traditional quasi-steady state aerodynamics is difficult to apply [105]. Yet, insect flight has fascinated humans for millennia. While the migratory behavior of many bird species has been well studied, significantly less work has documented the seemingly extreme dispersal behaviors of insects. For example, intercontinental travel of insects has been documented across all major oceans [106]. Insects migrate at heights of $100-500 \mathrm{~m}$, presumably to take advantage of movement of the air to travel further with limited energy storage [107].

Work over the past two decades using computational fluid dynamics, dynamically scaled robotic insects, and experimental measurements in actual insects has revealed novel mechanisms for lift and thrust generation in insect flight [21, 108, 109, 110]. For example, a stable attached leading edge vortex that allows for the generation of lift at large angles of attack has been observed across scales relevant to insect flight [111, 112]. Lift is also enhanced through wake capture, where the effective velocity of the wing relative to the surrounding air is increased due to the wing moving back through its wake after stroke reversal [113]. The actual reversal of the wings where the wing rotates about the root-to-tip axis has also been shown to enhance circulation and lift generation [114]. For the case of the smallest flying insects, the stable leading edge vortex is important for the generation of
large lift forces [22]. Given significant viscous dissipation, wake capture has less of an effect, and drag becomes much larger than lift, reducing the efficiency of flight [13].

Perhaps to enhance lift generation, the smallest insects in particular have been observed to clap their wings together at the end of upstroke and fling their wings apart at the beginning of downstroke in a mechanism called "clap and fling". This motion increases circulation about the wing and enhances lift across a range of scales and is known as the Weis-Fogh mechanism [24, 28]. At the end of the upstroke, the wings are held very close together (Figure 3.1A). At the beginning of downstroke (the "fling), the wings rotate apart about the trailing edge, forming a "V" shape (Figure 3.1B). Following this fling motion, the wings translate apart in opposite directions. At the beginning of upstroke, the wings rotate and then translate back toward each other. At the end of upstroke, the wings "clap" together and return to their starting position. As a result of the clap motion, two large leading edge vortices are formed at the beginning of the downstroke, and the generation of trailing edge vortices is delayed or reduced (Figure 3.1C). As a result, the circulation about the wings is enhanced for some time during the downstroke. A combination of theoretical, numerical, and experimental work supports that lift is enhanced significantly for Reynolds numbers and kinematics relevant to the smallest insects [14, 26, 29, 30, 31, 115].

Flexibility may also increase lift during clap and fling, in a motion that was originally described as clap and peel [25]. In this case, the wings are peeled apart from the leading to the trailing edge and curve along the wing chord. One can approximate this motion as a rigid 'flat peel' where the wings unzip. Using this simplification, the circulation in this case may be up to 2.6 times greater than that predicted by Lighthill [28]. Two-dimensional numerical simulations of this motion also support that lift can be augmented when the wings are flexible enough to generate a peel motion but not so flexible that lift is reduced due to the wing reconfiguration [26]. To the authors' knowledge, the effect of flexibility in the spanwise direction on lift generation has not been considered.

Interestingly, very large forces can also be required to fling the wings apart at the low $\operatorname{Re}$ relevant to the smallest insects [14]. The studies that consider large drag forces have focused on either rigid insect wings or wings that only bend along the chord, and it has been shown that flexibility in the chordwise direction can reduce drag [26]. In addition, the bristled wing structure that characterizes many small insects can aid in drag reduction by acting as a porous structure [23, 27, 116]. Furthermore, a recent computational study has shown that for the parasitoid wasp


Figure 3.1: Clap and fling in 3D. (A) At the beginning of a wing beat the wings are held close together. (B) the wings then rotate apart, and (C) form two large leading edge vortices. (i) Schematic of the fling (2), (ii) a side view of two immersed boundary wings engaged in fling, and (iii) a front-view of two immersed boundary wings engaged in fling.

Encarsia formosa, an upward motion during the fling can significantly reduce drag while maintaining lift [115]. Another possible mechanism for drag reduction is flexibility in the spanwise direction, but to the authors' knowledge this mechanism has not been well studied. Flexibility has, in general, been demonstrated to play an important role in drag reduction due to the reconfiguration of the organism or appendage [117, 118]. Consequently, we expect that flexibility in the spanwise direction would play an important role in wing performance during the fling. This reduction in drag may be particularly useful for the lowest Reynolds number flyers, especially if the wings are not so flexible as to significantly reduce the lift forces produced.

In this paper, a 3D model of two rigid or two flexible elliptical wings performing an idealized clap and fling stroke was numerically simulated using a hybrid finite element version of the immersed boundary method [119]. The Reynolds number was varied to consider the case of the smallest parasitoid wasp to a fruit fly (e.g. $R e=4-128$ ). The elastic modulus of the wings was tuned such that single wing deformations were small while deformations generated during the fling produced a peel-like motion. The force required to fling the wings apart was quantified over this range of $R e$ for both a pair of wings and a single wing performing the same motion. The resulting flow fields generated and, in particular, the formation and stability of the leading and trailing edge vortices were related to the instantaneous lift and drag experienced by the wings.

### 3.2 Methods

### 3.2.1 Immersed Boundary Method

Numerous fluid-structure interaction problems in biology have been investigated using the immersed boundary method $[4,120,121]$. Some examples include jellyfish and fish swimming [122, 123], crayfish paddling [33, 67], insect flight [22], and flow through heart valves [124, 125]. The advantage of this method is that complex geometries, e.g., internal or external morphology, can easily be handled without the need to generate matching grids for both the fluid and the structure.

Below we present the mathematical formulation of the immersed boundary method. We begin with the equations of motion for a three-dimensional, incompressible viscous fluid in Eulerian form,

$$
\begin{align*}
\rho\left(\frac{\partial \mathbf{u}(\mathbf{x}, t)}{\partial t}+\mathbf{u}(\mathbf{x}, t) \cdot \nabla \mathbf{u}(\mathbf{x}, t)\right) & =-\nabla p(\mathbf{x}, t)+\mu \nabla^{2} \mathbf{u}(\mathbf{x}, t)+\mathbf{f}(\mathbf{x}, t)  \tag{3.1}\\
\nabla \cdot \mathbf{u}(\mathbf{x}, t) & =0 \tag{3.2}
\end{align*}
$$

where $\mathbf{u}(\mathbf{x}, t)=(u(\mathbf{x}, t), v(\mathbf{x}, t), w(\mathbf{x}, t))$ is the fluid velocity at the time $t$ and spatial location $\mathbf{x}=(\mathbf{x}, \mathbf{y}, \mathbf{z}), p(\mathbf{x}, t)$ is the pressure, and $\mathbf{f}(\mathbf{x}, t)$ is the force per unit volume applied to the fluid by the immersed boundary. The system of equations is known as the Navier-Stokes equations, and Eq.(3.1) is equivalent to the conservation of momentum for a fluid while Eq.(3.2) is the incompressibility condition.

The fundamental feature of the immersed boundary method are the interaction equations between the fluid and the immersed, elastic structure. The equations describing the elastic structure are written in Lagrangian form. Let $\mathbf{X}=(X, Y, Z) \in U$ denote the Lagrangian material coordinates of the structure, where $U$ is the Lagrangian coordinate domain. The Lagrangian material coordinates are mapped to the physical position of material point $\mathbf{X}$ at time $t$ by $\boldsymbol{\chi}(\mathbf{X}, t)=\left(\chi_{\mathbf{x}}(\mathbf{X}, t), \chi_{\mathrm{y}}(\mathbf{X}, t), \chi_{\mathrm{z}}(\mathbf{X}, t)\right) \in \Omega$. The physical region occupied by the elastic structure at time $t$ is then given as $\chi(U, t) \subset \Omega$.

The immersed boundary equations describing the interaction between the fluid and the elastic structure are then given as

$$
\begin{array}{r}
\mathbf{f}(\mathbf{x}, t)=\int_{U} \mathbf{F}(\mathbf{X}, t), \delta(\mathbf{x}-\chi(\mathbf{X}, t)) \mathrm{d} \mathbf{X} \\
\int_{U} \mathbf{F}(\mathbf{X}, t) \cdot \mathbf{V}(\mathbf{X}) \mathrm{d} \mathbf{X}=-\int_{U} \mathbb{P}(\mathbf{X}, t): \nabla_{\mathbf{X}} \mathbf{V}(\mathbf{X}) \mathrm{d} \mathbf{X}+\int_{U} \mathbf{G}(\mathbf{X}, t) \cdot \mathbf{V} \mathrm{d} \mathbf{X} \\
\frac{\partial \boldsymbol{\chi}(\mathbf{X}, t)}{\partial t}=\int_{\Omega} \mathbf{u}(\mathbf{x}, t) \delta(\mathbf{x}-\boldsymbol{\chi}(\mathbf{X}, t)) \mathrm{d} \mathbf{x} \tag{3.5}
\end{array}
$$

where $\mathbf{F}(\mathbf{X}, t)$ is the Lagrangian force density and $\delta(\mathbf{x})$ is the Dirac delta function that acts as the kernel of an integral transformation in Eqs. (3.3) and (3.5). Note that $\mathbf{F}$ is defined in terms of the first Piola-Kirchhoff stress tensor, $\mathbb{P}$, in Eq. (3.4) and an external force acting on the body, $\mathbf{G}(\mathbf{X}, t)$. This definition uses a weak formulation where $\mathbf{V}(\mathbf{X})$ is an arbitrary Lagrangian test function.

A Neo-Hookean material model is used to describe the material properties of the wing,

$$
\begin{equation*}
\mathbb{P}=\eta \mathbb{F}+(\lambda \log (J)-\eta) \mathbb{F}^{-T} \tag{3.6}
\end{equation*}
$$

where $\mathbb{F}=\frac{\partial \chi}{\partial \mathbf{X}}$ is the deformation gradient of the mesh, $J$ is the Jacobian of $\mathbb{F}, \eta$ is the shear modulus, and $\lambda$ is the bulk modulus. The shear and bulk moduli are defined using the following equations,

$$
\begin{equation*}
\eta=\frac{E}{2(1+\nu)} \tag{3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\lambda=\frac{E \nu}{(1+\nu)(1-2 \nu)} \tag{3.8}
\end{equation*}
$$

where $E$ is the Young's modulus and $\nu$ is the Poisson ratio.
To drive the motion of either the entire wing or the base of the wing, a target force, $\mathbf{G}(\mathbf{X}, t)$, is used as follows,

$$
\begin{equation*}
\mathbf{G}(\mathbf{X}, t)=\kappa(\boldsymbol{\chi}(\mathbf{X}, 0)-\boldsymbol{\chi}(\mathbf{X}, t)) \tag{3.9}
\end{equation*}
$$

where $\kappa$ is a spring constant that is adjusted to minimize deviations from the preferred configuration (see more details below).

The general numerical implementation of the immersed boundary method is as follows for each time step:

1. Calculate the force that the boundary applies to the fluid.
2. Spread the force from the Lagrangian grid describing the position of the boundaries to the Cartesian grid used to solve the fluid equations (Eq. 3.4).
3. Solve the Navier-Stokes equations (Eq. 3.1 and 3.2).
4. Use the new velocity field to update the position of the boundary. The boundary is moved at the local fluid velocity to enforce the no-slip condition (Eq. 3.5).

A distributed-memory parallel implementation of the immersed boundary method (IBAMR) with Cartesian grid adaptive mesh refinement was used to simulate this fully-coupled fluid-structure interaction problem [126]. Four levels of refinement were used to discretize the Eulerian equations with a refinement ratio of 4 between levels. Regions of the fluid that contain the wing or vorticity above a threshold were discretized at the highest refinement. The effective resolution of the finest level of the grid corresponds to that of a uniform $512 \times 512 \times 512$ discretization. The boundary conditions are set to no-slip $(u=0)$ on all sides of the computational domain.

### 3.2.2 Dimensionless Parameters

To make comparisons across scale, dimensionless parameters are used to define the relevant length scales, time scale, forces, and material properties. The wing chord, $w_{\text {chord }}$, was defined as the characteristic length, $L^{\prime}$, and the wing span, $w_{\text {span }}$, was set equal to $2 w_{\text {chord }}$. The characteristic velocity, $U^{\prime}$, was set to the average wing tip velocity calculated as $\frac{4 \pi w_{s p a n} f}{3}$, which uses a stroke amplitude of $2 \pi / 3$ and a flapping frequency of $f$. The characteristic time, $t^{\prime}$, is set equal to the time it takes to complete one flap. The $R e$ is set equal to the frequency based Reynolds number, which is given as

$$
\begin{equation*}
R e=\frac{2 \pi \rho w_{\text {span }}^{2} f}{3 \mu} . \tag{3.10}
\end{equation*}
$$

Lift and drag forces are calculated as follows, noting that lift is defined as the force in the vertical direction and drag as the total force in the horizontal direction:

$$
\begin{align*}
& F_{L}=F_{z} \\
& F_{D}=\sqrt{F_{x}^{2}+F_{y}^{2}} \tag{3.11}
\end{align*}
$$

Note that since the stroke plane is horizontal, lift is the force perpendicular to the stroke plane, and drag is the force tangential to the stroke plane. The forces are non-dimensionalized using the following equation,

$$
\begin{equation*}
F_{X}^{\prime}=\frac{2 F_{X}}{\rho S U^{2}}, \tag{3.12}
\end{equation*}
$$

where $F_{X}^{\prime}$ is the normalized force, $X$ represents lift or drag, $F$ is the dimensional force, and $S$ is the reference area. We will set $S$ equal to the dimensional area of the wing, and $U$ as the average dimensional wingtip velocity.

The wing's elastic modulus is nondimensionalized using $w_{\text {chord }}$ as the characteristic length and the flapping frequency, $f$ such that the dimensionless elastic modulus, $\eta^{\prime}$ is given as

$$
\begin{equation*}
\eta^{\prime}=\frac{\eta}{\rho w_{\text {chord }}^{2} f^{2}} \tag{3.13}
\end{equation*}
$$

where $\nu$ is the dimensional elastic modulus. The vorticity $(\omega=\nabla \times u)$ is nondimensionalized with
respect to the flapping frequency such that

$$
\begin{equation*}
\omega^{\prime}=\omega / f \tag{3.14}
\end{equation*}
$$

The movement of the wings was driven by target forces that were imposed to move the wing or part of the wing with a preferred motion. This method has previously been used when a preferred position must be enforced [13, 127]. Essentially, an external force is applied that is proportional to the difference between the preferred position of the boundary and its actual position. The difference between these two positions is controlled with a spring constant, $k_{\text {spring }}$. The dimensionless spring constant is then given as

$$
\begin{equation*}
k_{\text {spring }}^{\prime}=\frac{k_{\text {spring }}}{\rho\left(\frac{4 \pi w_{\text {span }}}{3}\right)^{2} w_{\text {chord }}} . \tag{3.15}
\end{equation*}
$$

### 3.2.3 The 3D Model Wing and its Motion

Two ellipsoid wings were constructed, and a tetrahedral mesh with an element size of $0.04725 w_{\text {chord }}$ was generated using Trelis (2020, Csimsoft) for use in immersed boundary simulations. The wings were initialized in the $x, z$ plane and parallel to each other at a 90 deg angle of attack, as would be the case for the initiation of fling. The major and minor axes are half of $w_{\text {span }}$ and $w_{\text {chord }}$ respectively, for a wing area $A_{\text {wing }}=\frac{\pi}{8} w_{\text {span }}^{2}$. The distance between the middle of the wings at the initiation of fling was $0.4 w_{\text {chord }}$. The base of the wings were $0.25 w_{\text {chord }}$ from the center of rotation.

For the case of rigid wings, the target forces were applied along the entire wing so that the bending of the wing was less than $1 / 100$ of the wing span. For the case of flexible wings, the target forces were applied to a region near the root of the wing that was $1 / 8$ of the wing span. The remainder of the wing was allowed to freely deform as a result of the fluid-structure interaction.

The equations of motion for the preferred movement of the wing that moves with a positive sweep angle are as follows:

$$
\begin{gather*}
\sigma=0.5 A(1-\cos (2 \pi f t))  \tag{3.16}\\
\alpha=\alpha_{0}+B \sin (2 \pi f t) \tag{3.17}
\end{gather*}
$$

where $\alpha$ is the angle of attack, $\sigma$ is the sweep angle, $\alpha_{0}=\pi / 2$ is the initial angle of attack at the
beginning of fling, $f$ is the flapping frequency, $A=2 \pi / 3$ is the sweep amplitude, and $B=\pi / 4$ is the maximum change in the angle of attack from $\alpha_{0}$ during the wing stroke. During the downstroke, the wing is rotated about the trailing edge. During the upstroke, the wing is rotated about the leading edge. These kinematics have been used in previous 2D simulations to prevent collision of the wings [14] and to appropriately model the peel and reverse peel of the wings as described in the literature [26, 128, 25].

### 3.2.4 Simulation Parameters

Table 3.1: The numerical parameters. Lengths are nondimensionalized by $w_{\text {chord }}$ and time is nondimensionalized by the flapping period.

| Dimensionless Parameter | Symbol | Value |
| :---: | :---: | :---: |
| Chord Length | $w_{\text {chord }}^{\prime}$ | 1 |
| Span Length | $w_{\text {span }}^{\prime}$ | 2 |
| Domain Size | $D^{\prime}$ | 25 |
| Spatial Step Size | $d x^{\prime}$ | 0.04725 |
| Time Step Size | $d t^{\prime}$ | $10^{-5}$ |
| Elastic Modulus | $\eta^{\prime}$ | $3.9 \times 10^{4}-1.25 \times 10^{6}$ |
| Target Spring Stiffness | $k_{\text {spring }}^{\prime}$ | $2.22 \times 10^{11}$ |
| Reynolds number | $R e$ | $4-128$ |
| Final Simulation Time | $T^{\prime}$ | 4 |
| Flapping Frequency | $f^{\prime}$ | 1 |

The domain of the simulation was a periodic cube with a side length of $25 w_{\text {chord }}$. A convergence study to ensure the spatial accuracy of the model and a sufficient domain size was performed previously [22]; the lift and drag generated by a flapping elliptical wing for the range of $R e$ considered in the current study were compared using $256^{3}$ and $512^{3}$ grids. The error in these forces was less than $3 \%$ at $R e=10$. Similarly, a convergence study was performed for 2D immersed boundary simulations of the clap and fling motion at $R e=8$ using a $512^{3}$ grid [14]. Finally, the IBAMR software library has been previously validated at similar Re using a $512^{2} / 512^{3}$ grid for shells, cavity flow with a soft neo-Hookean disk, and flow past a cylinder [119].

### 3.3 Results

### 3.3.1 Flow Fields

The case of two wings at $R e=8$ and $\eta^{\prime}=6.25 \times 10^{5}$ was selected as a basis for comparison because it is representative of thrips and some parasitoid wasps. There is non-negligible wing
deformation during the fling, but bending is minimal during the stroke, as has been observed in tiny insects [26]. Figure 3.2 shows snapshots of the wings during the initial stroke every 0.05 units of dimensionless time. Snapshots i-x show the downstroke and xi-xx show the upstroke. The most significant deformations occur as the wings fling apart (ii-iv). During the rest of the downstroke, the deformations are small (v-vii). Some small deformations are then observed during wing reversal (ix-x) and again during the clap (xviii-xx).

Figures 3.3 and 3.4 show the velocity field and vorticity in a 2 D slice from a side view and the back view. In Figure 3.3 , the 2 D slice is taken in a plane parallel to the $x z$-plane where $y=0.05$. This plane then cuts through the middle of the left (closest) wing when the sweep angle is $45^{\circ}$. The color map showing the $y$-component of the vorticity, $\omega_{y}$ is translucent such that both wings are visible. The velocity arrows are proportional to the magnitude of the velocity. In Figure 3.4, a 2D slice is taken along a plane parallel to the $y z$-plane where $x=0.05$ This plane then cuts through the middle of the wings when the sweep angle is $0^{\circ}$ (at the beginning of fling). The color map shows the $x$-component of vorticity, $\omega_{x}$, and the arrows show the direction and magnitude of the velocity.

During the downstroke in Figure 3.3ii-iv, the stable, attached leading edge vortex forms and corresponds to the yellow region of the vorticity color map. An oppositely-spinning stable, attached trailing edge vortex (TEV) forms along the trailing edge of the wing and corresponds to the purple region of the vorticity map. This pattern of stable, attached LEV and TEV corresponds to previous computational and experimental results using physical models at this $R e$ [22]. After stroke reversal (vi-ix), a new leading edge vortex forms (purple region in the vorticity map), and a stable, attached trailing edge vortex also forms (yellow region). During the next stroke cycle, these vortices quickly dissipate, and new LEV and TEV form.

Figure 3.4 reveals the initial formation of the LEV and TEV during the fling (i-iv). Since the wings are not touching, both the LEV and TEV form during wing rotation. Note that when the wings are perfectly clapped together, the TEV does not form initially [29, 28]. During wing rotation, the LEV is stronger and enhances the lift generated, as has been reported in previous 2D computational studies $[14,26]$. During the clap (vii-ix), one can observe the stable, attached, LEV and TEV on each wing. At the end of the upstroke, the wings are squeezed together which generates a downward jet that also enhances lift relative to the case of one wing.
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Figure 3.2: Top view of two wings performing a clap and fling at $R e=8$ with $\eta^{\prime}=6.25 \times 10^{5}$. Snapshots were taken during the first stroke every 0.05 units of dimensionless time. i-x represent the downstroke, and xi-xx represent the upstroke. The fling is performed during $\mathrm{i}=\mathrm{iv}$, and the clap occurs from xviii-xx. Deformations are visible during fling (ii-iv), wing reversal (ix-x), and clap (xviii-xx).


Figure 3.3: Vorticity and velocity fields in a slice parallel to the $x z$-plane for two wings performing a clap and fling at $R e=8$. Snapshots were taken during the third stroke at times $t^{\prime}=2.1,2.2,2.3,2.4,2.5,2.6,2.7,2.8$, and 2.9. The color map shows $\omega_{y}$.


Figure 3.4: Vorticity and velocity fields in a slice parallel to the $y z$-plane for two wings performing a clap and fling at $R e=8$. Snapshots were taken during the third stroke at times $t^{\prime}=2.0,2.05,2.1,2.15,2.2,2.25,2.9,2.95$, and 3.0. The color map shows $\omega_{x}$.

### 3.3.2 $\quad$ Effect of $R e$

To quantify the effect of scale, numerical simulations were performed for two wings performing a clap and fling and one wing moving with the same motion for $R e=4,8,16,32,64$, and 128. This range represents flight for the smallest parasitoids $(R e=4)$ to fruit flies $(R e=128)$ with $\eta^{\prime}=6.25 \times 10^{5}$. Figure 3.5 shows the dimensionless force vs. dimensionless time for one wing (A, B) and two wings $(\mathrm{C}, \mathrm{D})$ at $R e=4,18,16$ for the third stroke. For this choice of $R e$, dimensionless forces are higher for lower Re. In the case of lift (A, C), each peak corresponds to the fling during the downstroke and wing rotation during the upstroke. Lift is higher for two wings than for one, and peak lift decreases after the initial downstroke due to the deformation of the wings. For the case of drag ( $\mathrm{B}, \mathrm{D}$ ), the minima correspond to forces generated during the fling and the maxima correspond to forces generated during the clap. The difference in peak drag for the case of one wing vs. two wings is small, but larger forces are generated for longer periods of time when there are two wings.

Figure 3.6 shows the average ( $\mathrm{A}, \mathrm{C}$ ) and peak ( $\mathrm{B}, \mathrm{D}$ ) dimensionless forces as a function of $R e$ for the cases of one wing and a pair of wings. Note that the average and peak are taken during the third stroke, after start-up transients. Dimensionless forces increase for $R e<16$, and dimensionless drag increases substantially for $R e<20$. Dimensionless forces plateau for $R e>60$, although larger peak drag is observed at higher $R e$ for one wing during wing rotation due to vortex-wing interaction. In general, average and peak forces are higher for the case of two wings vs. one wing moving with the same motion. Average drag is roughly $25 \%$ higher at $R e=4$ for the case of two wings, and peak drag is approximately $40 \%$ higher for two wings. This is substantially smaller than the order of magnitude difference observed for rigid wings in 2D [14], and is likely because spanwise flow helps to fill the space between the two wings performing a fling.

Figure 3.7 shows the velocity vectors and vorticity color map for two wings performing a fling at $R e=4,8,16,32,64$, and 128 at $t^{\prime}=2.25$. The 2D slice showing velocity and vorticity is taken in a plane parallel to the $x z$-plane where $y=0.05$. The color map shows the $y$-component of the vorticity, $\omega_{y}$. In all cases, the LEV is stable and attached to the wing (yellow region on the upper surface). For $R e=4,8$ (i, ii), the trailing edge vortex is clearly visible and does not separate from the wing. As the $R e$ increases to 16 and 32 (iii, iv), the TEV is advected downstream. For $R e=64$, 128 ( $\mathrm{v}, \mathrm{vi}$ ), the TEV clearly separates from the wing. In addition, previously shed vortices persist from early strokes and interact with the wing and its wake. These results are consistent with earlier
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Figure 3.5: Dimensionless force vs. dimensionless time for one wing (A, B) and a pair of wings (C, D) performing clap and fling at $R e=4,8$, and 16 . Forces are shown for the third stroke.


Figure 3.6: Average and peak dimensionless forces as a function of $R e$ for one wing (A, B) and two wings (C, D). Lift is shown in black and drag in red.

2D simulations for this range of $\operatorname{Re}[13,14]$.

### 3.3.3 Effect of Flexibility

To quantify the effect of flexibility, numerical simulations were performed for two wings performing a clap and fling for $R e=8$ and $\eta^{\prime}$ ranging from $3.9 \times 10^{4}-1.25 \times 10^{6}$. This represents the case where the wing undergoes significant deformation throughout the stroke to the case where the wing is nearly rigid. Wing flexibilities are reported in relation to the reference case, $\eta_{r}=6.25 \times 10^{5}$. Figure 3.8 shows the dimensionless forces generated for this range of flexibilities. Figure $3.8 \mathrm{~A}, \mathrm{~B}$ shows the dimensionless lift and drag vs. time for $\eta^{\prime}=\eta_{r} / 16, \eta_{r} / 4,2 \eta_{r}$. Lift forces are larger for stiffer wings. Interestingly, the most flexible wings that undergo large deformations $\left(\eta^{\prime}=\eta_{r} / 16\right)$ experience large negative lift shortly after wing reversal, resulting in low values of average lift generated during the stroke. In terms of drag, large forces are required to fling stiffer wings apart $\left(\eta^{\prime}=2 \eta_{r}\right)$. Since the wings are nearly parallel at this part of the stroke, the forces cancel and are indicative of a relatively large loss of power during flight.

Figure 3.8 C-E shows the average and peak forces generated by two wings performing clap and fling vs. the dimensionless elastic modulus taken during the third stroke. In Figure 3.8 C, both the average dimensionless lift and drag decrease rapidly for $\eta^{\prime}<3.125 \times 10^{5}$. The average dimensionless forces plateau for $\eta^{\prime}>3.125 \times 10^{5}$ as the deformations of the wing are relatively small. Peak forces also decrease for lower values of the dimensionless stiffness. The peak drag does continue to increase for $\eta^{\prime}>3.125 \times 10^{5}$ due to large transient forces generated during wing rotation. Figure 3.8 E shows the average lift over drag for varying dimensionless stiffnesses. This is a crude metric for aerodynamic efficiency if one assumes that the primary goal of flight in these tiny insects is to stay aloft and be carried by the wind. Lift/Drag decreases dramatically for $\eta^{\prime}<3.125 \times 10^{5}$ and plateaus for $\eta^{\prime}>3.125 \times 10^{5}$. Although both lift and drag decrease with decreasing $\eta^{\prime}$, lift decreases faster. This suggests that there is a aerodynamic cost when wing flexibility is below some threshold. Above this threshold, aerodynamic gains for stiffer wings are negligible.

Figure 3.9 shows the velocity vectors and vorticity color map for two wings performing a fling at $R e=8$ and $\eta^{\prime}=\eta_{r} / 16, \eta_{r} / 8, \eta_{r} / 4, \eta_{r} / 2, \eta_{r}, 2 \eta_{r}$. Snapshots were taken at $t^{\prime}=3.25$, which corresponds to halfway through the third downstroke. The 2D slice showing velocity and vorticity is taken in a plane parallel to the $x z$-plane where $y=0.05$. The color map shows the $y$-component of the vorticity, $\omega_{y}$. Large deformations of the wing during translation are observed for $\eta^{\prime}<3.125 \times 10^{5}$


Figure 3.7: Vorticity and velocity fields in a slice for two wings performing a clap and fling at $R e=4,8,16,32,64,128$. The 2D slice showing the flow characteristics is parallel to the $x z$-plane. Snapshots were taken during the third stroke at time $t^{\prime}=2.25$.


Figure 3.8: Aerodynamic forces for a range of wing flexibilities. A) Dimensionless lift vs. dimensionless time and B) dimensionless drag vs. dimensionless time at $R e=8$ for $\eta^{\prime}=\eta_{r} / 16, \eta_{r} / 4$, and $2 \eta_{r}$. C) Average dimensionless lift and drag and D ) peak dimensionless lift and drag taken during the third stroke for a range of $\eta^{\prime}$. D) Average lift over average drag for a range of $\eta^{\prime}$.


Figure 3.9: Vorticity and velocity fields in a slice for two wings performing a clap and fling at $R e=8$. Snapshots were taken during the third stroke at time $t^{\prime}=2.25$. The flexibilities were set to $\eta^{\prime}=\eta_{r} / 16, \eta_{r} / 8, \eta_{r} / 4, \eta_{r} / 2, \eta_{r}, 2 \eta_{r}$.
(Figure 3.9i, ii, iii). Wing deformations are minimal during the downstroke for $\eta^{\prime}>3.125 \times 10^{5}$ (Figure 3.9 v , vi). A comparison of the LEV across the range of $\eta^{\prime}$ shows that the LEV is advected farther downstream for lower values of $\eta^{\prime}$. In fact, the LEV is advected farther downstream than the TEV in this plane for $\eta^{\prime}=\eta_{r} / 16$. The opposite is true for $\eta^{\prime}=2 \eta_{r}$. The wakes of the stiffer wings are representative of typical studies of insect flight where there is a stable, attached LEV, and the TEV either separates from the wing or is advected downstream [13, 113]. It is this vortical asymmetry that enhances lift generation in insect flight [13, 22], and it is not present if the wings are too flexible.

### 3.4 Discussion

A major result of this study is that three-dimensional clap and fling allows for spanwise flows in addition to chordwise flows that fill the space between the wings. This effect generates significantly less drag than 2D clap and fling at low Reynolds numbers ( $R e<10$ ). Indeed, peak drag generated from wing-wing interaction during the fling is only about $40 \%$ higher than one wing moving with the same motion. This is strikingly less than the order of magnitude increase observed in 2D [26]. Another significant result is that decreasing wing flexibility reduces lift and drag proportionally until some threshold value. Below this bending rigidity, lift is reduced more than drag, decreasing aerodynamic efficiency. This is due to the fact that negative lift is generated shortly after each wing reversal. Finally, stable attached LEV's and TEV's are observed for $R e<20$, and stable attached LEV's with separated TEV's are generated for $R e>32$. This is consistent with single wing studies using numerical and dynamically scaled physical models [101].

In addition to 3D effects and wing flexibility, wingbeat kinematics and wing bristles may also reduce the drag required to fling the wings apart at low $R e$. Many insects that fly at $R e \approx 10$ have wings that are characterized by bristles that cover a significant portion of the wing planform [23, 129]. There is some airflow between the bristles, particularly during the fling, that reduces the drag the wings generate while maintaining lift [23]. It is also likely that more realistic wing planforms in general can enhance aerodynamic performance of tiny insects [130, 131]. Recent measurements of the wingbeat kinematics of parasitoid wasps and subsequent numerical simulations have also shown that realistic movements of the insect during flight can substantially reduce drag. Cheng and Sun [115] measured the flapping kinematics of the tiny parasitoid wasp Encarsia formosa and found that during the clap, the wings rotate to a large angle of attack before they are pressed towards each
other. The wings then move vertically upward, which is much different than the idealized description of clap, and do not get closer than about 0.2 chord lengths. They then used computational fluid dynamics to show that the drag forces required to clap and fling the wings are no longer substantial, and the horizontal forces generated during fling are slightly lower than the vertical forces generated.

As such, future work should consider more realistic aspects of the wing design. For example, insect wings typically have nonuniform material properties due to wing venation patterns, varying thickness, and other heterogeneities [132, 133, 134, 135]. Furthermore, the material properties of the wings in general may not be well described by a neo-Hookean model. As a result, the deformations of the wings under load may be different, resulting in changes in the aerodynamic forces generated. As mentioned previously, many of the wings of the smallest flying insects are bristled. The aerodynamic effect of such wings could be modeled by resolving the flow between individual bristles [23, 116] or by using a porous approximation, as has been done previously in 2D [27]. Several studies have shown that bristled wings experience lower lift and drag than equivalent solid wings when the effective surface area of the wing is considered (e.g. the bristles plus the gap) [23, 136]. Experimental studies using dynamically scaled models have shown that shear layers form around the bristles during fling that reduce the effective leakiness of the wings and minimize the loss of lift [116]. It is also important to note that when only the actual surface area is considered, the bristled wing generates more lift relative to a solid wing [137, 138].

The use of more realistic wing kinematics in numerical simulations of flight would also improve our understanding of how tiny insects generate lift and thrust. For example, variations in kinematics across species and scale could be mapped to performance. The wings of the parasitoid wasps $A$. compressa and M. Raptor appear to touch at the end of the clap [26]. On the other hand, there is a visible gap between the wings of thrips at the end of the clap [27]. Variation in the gap size could be due in part to the large forces required to clap the wings together and fling them apart at lower $R e$. Asymmetries in the timing of the downstroke, variations in the stroke plane angle, and changes in the angles of attack could also serve to enhance lift, reduce drag, increase thrust, or improve maneuverability. For example, advanced wing rotation at the end of the downstroke could increase the average lift generated, as has been shown using a dynamically scaled physical model [114]. More complicated kinematics could also enhance the vertical force generated during the upstroke, particularly at lower $R e$, as revealed by computational studies of the U-shape upstroke
used by tiny insects such as midges and thrips [139]. When coupled with kinematic studies that quantify wingbeat patterns, computational fluid dynamics offers a powerful tool for understanding the diversity of flight in insects that are too small to feasibly measure aerodynamic forces directly.

## CHAPTER 4

## The hydrodynamics of metachronal paddling in brine shrimp

### 4.1 Introduction

Metachronal paddling can be described as the sequential oscillation of appendages whereby adjacent paddles maintain a nearly constant phase difference. This mechanism is used in many different contexts in organisms, such as swimming in crustaceans [33, 67], ctenophores [140], and paramecia [141]; the movement or clearance of mucus in systems such as the mammalian lung [142] and the surface of corals [143, 144]; and the generation of feeding flows in organisms such as Stentor [145] and bivalves [146]. In addition to this variety of applications, metachronal paddling is also used across tens of orders of magnitude in Reynolds number ( $R e$ ), from swimming in unicellular organisms [141] to escape swimming in larger crustaceans [147].

Zooplankton, which span spatial scales from tens of microns to tens of centimeters, have a variety of ways to actively propel themselves through the water, including metachronal paddling. During development, many of these organisms also change their method of locomotion as they grow in size. One example of such an organism is Artemia, or brine shrimp. Newly hatched nauplii swim primarily with a pair of antennae in a motion that is similar to a breaststroke. Such a motion is reminiscent of microorganisms that are termed 'pullers' in which water is pulled from the front of the organism to its sides [148, 149]. This swimming mode is typically observed as a low Re mechanism of swimming, and nauplii swim at $R e$ of about 1-4. On the other hand, adult brine shrimp rhythmically move linear arrays of limbs through power strokes and return strokes in a back-to-front metachronal wave. This swimming stroke appears to be similar to that used by other long-tailed crustaceans (e.g. crayfish, krill, shrimp, and lobsters), and is commonly observed in larger scale swimmers [150]. The adult brine shrimp swim at $R e$ of about 40, where inertial forces are significant relative to viscous forces.

Experimental, computational, and modeling work has supported that a back-to-front propagating metachronal wave, where the posterior limbs lead the cycle, generates more flow for propulsion and
feeding than other stroke patterns [67, 151, 152, 153]. Alben et al. [154] used a drag-force-based model to show that metachronal paddling leads to less than about a $10 \%$ greater body swimming velocity than a synchronized pattern and argued that metachronal paddling leads to a smoother swimming velocity. Numerical simulations have shown that for $R e$ in the range of 50 to 800 , the back-to-front metachronal pattern with a $25 \%$ inter-paddle phase-difference leads to a $60 \%$ increase in average flux compared to synchronous swimming and a $500 \%$ increase compared to the front-to-back metachronal pattern [67]. Using parameters relevant to crayfish, Granzier-Nakajima et al. [33] expanded this study to show that the $20 \%$ to $25 \%$ phase difference in back-to-front paddling generated the highest average flux for Re ranging from about 0 to 100. Experiments using a dynamically scaled robot also found that metachronal paddling generated significantly more vertical flow that can be used for lift generation [32].

Compared to previous work on metachronal paddling, the propulsive appendages of brine shrimp are spaced closer together and beat with a smaller phase difference ( $\approx 10 \%$ ). The hydrodynamics and efficiency of such a swimming pattern have not been rigorously explored. To quantify the flows generated and the efficiency of this swimming pattern, we will use the immersed boundary method to numerically solve the fluid-structure interaction problem of different numbers of legs performing a back-to-front metachronal stroke using parameters relevant to brine shrimp. Using the average volumetric flux over the average power per leg, we quantify the efficiency of metachronal paddling across Reynolds numbers. We will also consider the effect of Re and leg spacing on the resulting flows generated.

### 4.2 Methods

### 4.2.1 Immersed Boundary Method

Numerical simulations were performed using the immersed boundary (IB) method [4]. The following outline describes the two-dimensional formulation of the immersed boundary method. The equations of fluid motion are given by the Navier-Stokes equations,

$$
\begin{align*}
\rho\left(\mathbf{u}_{t}(\mathbf{x}, t)+\mathbf{u}(\mathbf{x}, t) \cdot \nabla \mathbf{u}(\mathbf{x}, t)\right) & =-\nabla p(\mathbf{x}, t)+\mu \nabla^{2} \mathbf{u}(\mathbf{x}, t)+\mathbf{f}(\mathbf{x}, t),  \tag{4.1}\\
\nabla \cdot \mathbf{u}(\mathbf{x}, t) & =0, \tag{4.2}
\end{align*}
$$

where $\mathbf{u}(\mathbf{x}, t)$ is the fluid velocity, $p(\mathbf{x}, t)$ is the pressure, $f(\mathbf{x}, t)$ is the force per unit area applied to the fluid by the immersed boundary, $\rho$ is the density of the fluid, and $\mu$ is the dynamic viscosity of the fluid. The independent variables are the time $t$ and the position $\mathbf{x}$. The interaction equations are

$$
\left.\begin{array}{rl}
\mathbf{f}(\mathbf{x}, t)=S \mathbf{F}(s, t) & =\int \mathbf{F}(s, t) \delta(\mathbf{x}-\mathbf{X}(s, t)) d s \\
\mathbf{U}(\mathbf{X}(s, t)) & =S^{*} \mathbf{u}(\mathbf{x}, t) \tag{4.4}
\end{array}\right) \int \mathbf{u}(\mathbf{x}, t) \delta(\mathbf{x}-\mathbf{X}(s, t)) d \mathbf{x}, ~ \$
$$

where $\mathbf{F}(s, t)$ is the force per unit length applied by the boundary to the fluid as a function of Lagrangian position and time, $\delta(\mathbf{x})$ is a two-dimensional delta function, $\mathbf{X}(s, t)$ gives the Cartesian coordinates at time $t$ of the material point labeled by the Lagrangian parameter $s$. Note that each of these equations involves a two-dimensional Dirac delta function that acts as the kernel of an integral transformation. The operator $S$ spreads the force density from the paddles to the fluid, and the fluid velocity is interpolated to the paddles using the adjoint of the spreading operator, $S^{*}$.

We would like the motion of the immersed boundary (the paddles) to be prescribed. Let $\mathbf{U}_{p}(s, t)$ give the velocity of the walls and paddles. The fluid must match this velocity on the immersed boundary, and this constraint can be expressed as

$$
\begin{equation*}
S^{*} \mathbf{u}(\mathbf{x}, t)=\mathbf{U}_{p}(s, t) . \tag{4.5}
\end{equation*}
$$

$\mathbf{F}(s, t)$ is then the force required to enforce this constraint. For further details on determining the immersed boundary forces required to enforce prescribed motion, see Taira and Colonius [155] and of Kallemov et al. [156]. For details of the particular implementation of the immersed boundary method used in this chapter, see Granzier-Nakajima et al. [33].

### 4.2.2 Model Formulation

This model consists of $n$ rigid paddles of length $l$ attached to a horizontal wall (representing the brine shrimp body) in a two-dimensional fluid. The paddles are indexed by $i$ from left to right and are equally spaced along the wall at distance $w$ from each other at the base. The motion of the $i^{\text {th }}$ paddle is described by the angle $\alpha_{i}$ formed between the wall and the paddle, with $\alpha_{i}$ defined to be

$$
\begin{equation*}
\alpha_{i}(t)=\bar{\alpha}-A \cos \left(2 \pi\left(\frac{t}{T}+\Phi_{i}\right)\right) \tag{4.6}
\end{equation*}
$$

where $\bar{\alpha}=\pi / 2$ is the mean angle, $A=\pi / 4$ is the amplitude, $T$ is the period, and $\Phi_{i}$ is the phase of the stroke, and $t$ is time. As the cyclic movements of the legs of the brine shrimp all have approximately the same phase, we take one time unit to be equal to one full cycle of the power and return paddle strokes. Figure 4.1 shows the model setup.


Figure 4.1: Schematic of a metachronal paddler with four paddles to illustrate the model used in our simulations. The left-hand side represents the head direction in which the paddler swims, while the right-hand side represents the tail area. The angles between the legs and the body of the swimmer are marked as $\alpha_{i}(t)$, the length of the leg is marked by $l$, and the constant distance between adjacent paddles is marked by $w$. All simulations we ran utilized swimmers with eleven paddles.

In this model the power and return stroke are mirror images of each other. Thus a single paddle by itself would produce no movement of the organism or surrounding fluid, and the inter-paddle phase difference $\Delta \Phi$ between different paddles in a multi-paddle model is required to produce movement. Note that $\Delta \Phi=0$ would represent all paddles beating synchronously (in-phase), while $\Delta \Phi=0.5$ would represent the paddles beating perfectly out of phase. We assume a constant phase difference $\Delta \Phi=0.08$ between neighboring paddles, which produces a metachronal wave. For this value of $\Delta \Phi$, the paddles move in a back-to-front moving wave (leftward in Figure 4.1) to produce positive flow (rightward in Figure 4.1).

We define the paddle-based Reynolds number ( $R e$ ) for these simulations as

$$
\begin{equation*}
R e=\frac{2 \pi A L^{2} \rho}{\mu T}, \tag{4.7}
\end{equation*}
$$

where the characteristic length, $L$, is taken to be the paddle length, and the the characteristic velocity is the maximum speed of the paddle tip, $U_{\max }=2 \pi A L / T$.

The model organism is embedded in a rectangular channel with no-slip boundary conditions at the top and bottom and periodic boundary conditions in the horizontal direction. The channel has
unit height and a length of 10 units. The number of paddles is 11 , the number of legs of an adult brine shrimp, with paddle length chosen to be 0.15 times the channel height as in [33]. The paddle spacing is $L / 2$ by default, with parameter sweeps increasing the paddle spacing by $L / 8$ up to $L$. Re is taken to be 40 by default, but $R e$ values from 0.1 to 40 are considered. For these simulations, $R e$ is changed by modifying the dynamic viscosity of the fluid, $\mu$. This is done so that only one parameter needs to be changed to vary $R e$. In the simulations, the mesh in the vertical $y$ direction is divided into 256 points and in the horizontal $x$ direction into 2560 points $\left(\delta x=\delta y=3.9 \times 10^{-3}\right)$. A time step of $d t=5 \times 10^{-4}$ is used for the numerical simulations, but the post-processing analysis only uses the output from every $100^{\text {th }}$ time step, so that the analysis time step is effectively $d t=0.05$.

### 4.2.3 Analysis of Flow Fields

One way to quantify paddling performance for a tethered array of paddles is to determine the amount of fluid per unit time that flows through the channel, or the flux. In this case, the flux is defined as

$$
\begin{equation*}
Q(t)=\int_{0}^{1} \mathbf{u} \cdot \hat{\mathbf{x}} d y \tag{4.8}
\end{equation*}
$$

where $\hat{x}$ is the unit vector that points in the horizontal direction. $Q$ does not depend upon the choice of $x$ because the flow is incompressible and no-slip boundary conditions are used on the top and bottom of the channel. We define the time-averaged flux as

$$
\begin{equation*}
\langle Q\rangle=\int_{t^{\prime}}^{t^{\prime}+1} Q(t) d t \tag{4.9}
\end{equation*}
$$

where the flux is averaged over a stroke period of time $t^{\prime}$ to $t^{\prime}+1$. Unless otherwise stated, the flux is averaged over the last stroke cycle simulated.

Another way to quantify performance is to determine the ratio of the time-averaged flux to the time-averaged power per paddle. We describe this as a pseudo-efficiency, $\varepsilon$. Note that $\varepsilon$ is not dimensionless and has units of distance per unit energy. We use this choice of the pseudo-efficiency to make comparisons with crayfish swimming [33]. To determine this ratio, we first calculate the power supplied to the fluid from the paddles, $J(t)$. This power may be calculated as


Figure 4.2: A frame from the high speed recording of a female brine shrimp swimming freely. The thoracopods were annotated for kinematics measurements ( 4 to 7 in the image), and the angle between the body and the tip of the leg was measured to describe the movement of the legs.

$$
\begin{equation*}
J(t)=\int_{\Gamma} \mathbf{F}(s, t) \cdot \mathbf{U}(s, t) d s \tag{4.10}
\end{equation*}
$$

where $\Gamma$ represents the paddles, $s$ gives the parametric coordinate on the paddle, $\mathbf{F}$ is the force density applied to the fluid, and $\mathbf{U}$ is the velocity of the paddles. We can then define $\varepsilon$ as

$$
\begin{equation*}
\varepsilon=\frac{\langle Q\rangle}{\langle J\rangle} \tag{4.11}
\end{equation*}
$$

### 4.2.4 Measurement of Brine Shrimp Kinematics

Artemia franciscana were cultured in the lab environment from Grade A Brine Shrimp Eggs (Brine Shrimp Direct, All Aquaria, L.C.) to adulthood. High speed recordings of brine shrimp larvae and adults were recorded under a Leica DM500 light microscope and Fisher Scientific stereo microscope. The kinematics of five female and five male Artemia were quantified using Adobe Photoshop 2021 and Fiji 2 [157]. Size measurements were taken in Fiji 2.

The position of each leg was approximated by extending a line from the base of the leg to its tip (see Figure 4.2). The angle between the axis of the body and the leg was then measured as a
function of time for each of the legs. The phase difference was estimated by measuring the times when each leg is held 90 degrees relative to the body during the power stroke. The difference in this time between neighboring legs was divided by the period and averaged. The distance between legs was estimated by measuring difference in the position of the first leg and the last leg and dividing by 10, as we assume equal leg spacing for our simulations.

### 4.3 Results

### 4.3.1 Brine shrimp kinematics

The average leg length for the adult brine shrimp was $1.79 \pm 0.20 \mathrm{~mm}$, and the average ratio of the space between legs over the leg length was $0.19 \pm 0.023$. Given that rigid paddles will overlap with this spacing, we extended the space between legs to $L / 2$ and then performed a parameter sweep to consider the effect of leg spacing. The average phase difference between neighboring legs was $8.26 \% \pm 0.25 \%$.

### 4.3.2 Brine Shrimp Swimming

A reference simulation was performed to quantify the flow fields generated by a typical adult brine shrimp. In this case, eleven paddles are equidistantly placed at a distance of $w=L / 2$, swimming with a phase difference of $\phi=8 \%$ at $R e=40$. Note that the legs are spaced further apart than an actual adult brine shrimp to avoid the collision of rigid legs as mentioned above (section 4.3.1).

The flux averaged over a single period for 150 stroke cycles is shown in figure 4.3. We note that it takes a surprisingly long time for the average flux to reach a steady state, taking more than 100 complete strokes cycles. On the other hand, the power consumption $J(t)$ reaches stability within the first 12 strokes, as shown in figure 4.3. Once periodic steady state is achieved, the larger peak occurs at $40 \%$ of the stroke and corresponds to the time when the legs point towards the middle of the thorax, while the smaller peak occurs at $85 \%$ of the stroke and corresponds to the time when the legs point outward, away from the brine shrimp. During these points in time, some of the paddles are moving leftward against strong rightward flow.

Figure 4.4 shows the vorticity and velocity of the fluid flow generated for several snapshots during the final stroke $(t=149-150)$. While all simulations were conducted on a $10 \times 1$ domain, the flow field in the images has been cropped to $[0,1.8] \times[0.3,0.8]$ in order to better see the flow near the legs. The colormap shows the vorticity, with blue representing clockwise flow and red representing


Figure 4.3: (A) The average flux $\langle Q(t)\rangle$ for the reference model of a brine shrimp with eleven legs equidistantly placed at a distance of $w=L / 2$ swimming with a phase difference of $\phi=8 \%$ at $R e=40$ and $(\mathrm{B})$ the power consumption through the first twelve strokes. The larger peak in power consumption occurs when $40 \%$ of the stroke has been completed and all legs face towards the swimmer, while the second peak occurs at $85 \%$ and occurs when all legs point away from the middle of the swimmer. We note that although it takes a large number of strokes for the flux to approach steady state, power consumption reaches a steady state in a much shorter period of time.


Figure 4.4: The vorticity and velocity field for the $R e=40$ reference model with leg distance $L / 2$ over the last stroke at times (A) $t=149.00$ (B) $t=149.20$ (C) $t=149.40$ (D) $t=149.60$ (E) $t=149.80$ (F) $t=150.00$.


Figure 4.5: Average flux across all the different $R e$ that were examined in section 4.3.3. The higher the $R e$, the longer the flow takes to achieve steady state and the higher the average flux $\langle Q\rangle$ at steady state.
counterclockwise flow. The arrows show that direction and magnitude of the velocity. Clockwise (blue) vortices form at the tip of each paddle during the power stroke and are shed at the beginning of the return stroke. During the return stroke, counterclockwise (red) vortices form at the tip of each paddle until they are shed at the end of this half-stroke. Strong jets are formed where regions of positive and negative vorticity collide, for example, between paddles 9 and 10 at $t=149.0$ and between paddles 3 and 4 at $t=149.40$. Given the relatively low $R e$, shed vortices dissipate relatively quickly, such as the counterclockwise (red) vortex to the right of the array of paddles at $t=149.0$. Similarly signed vortices can also combine and strengthen between adjacent paddles.

### 4.3.3 $\quad$ Effect of $R e$

We next analyzed the effect of changes in $R e$ on the flow. We repeated the simulation as described in section 4.3 .2 and only varied the $R e$ by changing the dynamic viscosity $\mu$. Simulations were performed for $R e \in\{0.1,0.5,1,5,10,20,30,40\}$, representing the $R e$ from newly hatched nauplii through adults. Note that the low Re cases are not biologically relevant as nauplii swim with a pair of antennae. This analysis does, however, allow us to explore what the hydrodynamics of brine shrimp swimming would be like if newly hatched nauplii had the same morphology as adults.

For comparison purposes, we have visualized the average flux over a simulation of 150 strokes


Figure 4.6: Average flux and power consumption as a function of $R e$ during the final stroke of simulations in section 4.3.3. The average flux steadily increases with $R e$, reaching a near plateau towards the highest $R e$ simulated. Note the nearly five-fold increase in magnitude of $\langle Q\rangle$ between $R e=0.01$ and $R e=40$. The average power is highest for the lowest $R e$, falling off drastically as $R e$ values increase.
for all $R e$ in figure 4.5. We can see that the average flux increases with Re. Furthermore, the flux quickly reaches steady state within a couple of stroke cycles for $R e \leq 1$. The time required to reach steady state increases with $R e$. For $R e=40$, the average flux has not yet reached steady state, even after 150 stroke cycles. This has implications for escape swimming given the relatively small acceleration of adults. Interestingly, brine shrimp have few predators and paddle most of the time for feeding and exchange.

The average flux as a function of $R e$ during the final stroke is graphed in figure 4.6. The average flux is steadily increasing with the $R e$ and starts to plateau at the highest $R e$. Note that the average flux at $R e=40$ is nearly five times that for $R e=0.1$, and the average power rapidly decreases with increase in $R e$. The normed efficiency, graphed in 4.8 , increases almost linearly with $R e$ for this range of values.

Figure 4.7 shows a color map of the vorticity and velocity vectors for the end of the final stroke where $R e=0.1,1.0,5.0,10.0,20.0$ and 40.0. The blue regions show clockwise (negative) vorticity and the red regions show counterclockwise (positive) vorticity. For $R e \leq 1$, the vortices that form on each paddle during the power stroke (blue) combine to form a large region of clockwise vorticity in the region below the paddles. A region of positive vorticity forms to the right of the 11th paddle, and the interaction of these two vortices creates a downward jet with moderate flux from left to right. As the $R e$ increases, the regions of negative vorticity do not extend much below the paddles.


Figure 4.7: Vorticity and velocity for the end of the final stroke for varying $R e$ as described in section 4.3.3. Subfigures represent (A) $R e=0.1$ (B) $R e=0.5$ (C) $R e=1$ (D) $R e=5$ (E) $R e=10$ (F) $R e=20$ (G) $R e=30$ and (H) $R e=40$.


Figure 4.8: The normed efficiency of the swimmer with eleven paddles using a phase difference of $\Delta \Phi=0.08$ as functions of both $R e$ (A) and leg-spacing $w(\mathrm{~B})$. Efficiency increases nearly linearly with $R e$, being maximized at $R e=40$. The lowest $R e$ values are very inefficient, with normed efficiency less than 0.01 for $R e<1$. When changing the paddle-spacing the normed efficiency shows a less dramatic but more non-linear dependency on the tested values. It was maximized towards the middle of our range of values, with maximal normed efficiency achieved at $w=3 L / 4$.

A strong positive vortex forms to the right of the last paddle, and its interaction with the negative vortices generated by each paddle creates a strong jet that is about 45 degrees from the horizontal, creating significant positive flux.

### 4.3.4 Effect of Leg Spacing for Brine Shrimp

Due to our model's use of rigid paddles, we cannot achieve as close a spacing as found in brine shrimp. To consider the effect of our paddle distance, we ran simulations with leg spacing $L / 2,5 L / 8$, $3 L / 4,7 L / 8$ and $L$ for paddles of length $L$ and $R e=40$. The remaining settings were the same as the reference model described in section 4.3.2.

The average flux and power consumption as a function of the leg spacing are graphed in figure 4.9. While maximal flux is achieved for the tightest spacing between the paddles, this scenario also exhibits the largest power consumption for the range of spacings considered. Note that the average flux decreases with increasing distance between the paddles. The flux plateaus for spacings less than $5 \mathrm{~L} / 8$, suggesting that our results for a spacing of $\mathrm{L} / 2$ are representative of brine shrimp. In terms of power consumption, the average power decreases initially with increased spacing, reaches a minimum near $3 \mathrm{~L} / 4$, and then increases again. As a result, the tightest spacing is not the most efficient, as can be seen in figure 4.8. Here, the normed efficiency vs. the distance between paddles is shown. Peak efficiency occurs for a leg spacing between $5 \mathrm{~L} / 8$ and $3 \mathrm{~L} / 4$.


Figure 4.9: Results of a leg-spacing study for Reynold's Number 40. Our default spacing in the other sections was $w=L / 2$, which corresponds to the left-most data point at distance $w=0.075$. We note that at a distance of greater than $5 L / 8$ we see a steady decrease in average flux. The average power consumption however seems to be minimized at a distance $w=3 L / 4$.

Figure 4.10 shows the vorticity and velocity field at the end of the last stroke cycle for leg spacings set to $L / 2,5 L / 8,3 L / 4,7 L / 8$ and $L$. As before, the color map indicates the vorticity with red corresponding to counterclockwise (positive) vorticity and blue corresponding to clockwise (negative) vorticity. Flux is maximized at the tightest leg spacing where vortex interactions are the strongest. Note how tip vortices combine for the tightest leg spacing and are nearly independent for the widest spacing. This effect can be observed by comparing the strength of the vortex to the right of the last leg as the leg spacing increases as well as the magnitude of the downward jet due to the interaction of this vortex with the oppositely spinning tip vortices formed during the power stroke (the jet appears between legs 8 and 9 ).

### 4.4 Discussion

In this chapter, we have numerically simulated 11 paddles beating in a back-to-front metachronal fashion with an 8 percent phase leg between neighboring paddles. These kinematics are similar to those of adult brine shrimp, swimming near $R e=40$. We found that over 150 stroke cycles are required to reach steady state, suggesting that this form of locomotion is not ideal for escape swimming, but may be beneficial for steady cruising, feeding, and gas exchange. Periodic steady state is, however, quickly achieved for $R e \leq 1$. Both average flux and normed efficiency increase with increasing $R e$. In terms of the distance between paddles, the average flux is maximized for paddle spacings near $\mathrm{L} / 2$, while the average power is minimized for paddle spacings near $3 \mathrm{~L} / 4$. As a result,


Figure 4.10: End of last stroke for different widths $w$ between the base of the paddles. (A) $w=L / 2$; (B) $w=5 L / 8$; (C) $w=3 L / 4$; (D) $w=7 L / 8$; (E) $w=L$.
the maximum normed efficiency occurs between a leg spacing of $5 \mathrm{~L} / 9$ and $3 \mathrm{~L} / 4$. This suggests that the tight spacing between brine shrimp legs optimizes flux rather than efficiency.

While this study represents a good step forward in resolving the complex fluid-structure interaction of brine shrimp swimming, a number of model simplifications have been made that should be further explored. First of all, this is a 2D study, and brine shrimp swimming is inherently three-dimensional since 1) the appendages do move out of the plane and 2) there is fluid motion in the third dimension as the fluid is pulled between and squeezed out of the space between adjacent paddles. The motion of the thoracopods has been simplified so that they only bend at the base and move in a sinusoidal motion. The actual thoracopods are jointed and flexible, and the motion is asymmetrical and more complex than simple sinusoidal motion. The thoracopods are also bristled, permitting some flow between the bristles such that the appendage acts as a porous paddle. Finally, we were not able to position the paddles as close together as in the actual organism given the simplifications made in the paddle motion. Further studies should consider flexibility and porosity, which would also allow the paddles to be placed close together.

## CHAPTER 5

## Conclusions

Good news, everyone!
Professor Farnsworth, Futurama.

Numerous fluid-structure interaction problems in biology have been investigated using the immersed boundary method. The advantage of this method is that complex geometries, e.g., internal or external morphology, can easily be handled without the need to generate matching grids for both the fluid and the structure. Consequently, the difficulty of modeling the structure lies often in discretizing the boundary of the complex geometry (morphology). Both commercial and open source mesh generators for finite element methods have long been established; however, the traditional immersed boundary method is based on a finite difference discretization of the structure. In chapter 2, we developed a software library to generate finite different meshes for discretizing the boundaries of biological structures for direct use in the 2D immersed boundary method. This library provides tools for extracting such boundaries as discrete mesh points from digital images. We give several examples of how the method can be applied that include passing flow through the veins of insect wings, within lymphatic capillaries, and around starfish using open-source immersed boundary software.

In chapter 3, we numerically simulated the clap and fling of two flexible wings. Of the smallest insects filmed in flight, most if not all clap their wings together at the end of the upstroke and fling them apart at the beginning of the downstroke. This motion increases the strength of the leading edge vortices generated during the downstroke and augments the lift. At the Reynolds numbers ( $R e$ ) relevant to flight in these insects (roughly $4<R e<40$ ), the drag produced during the fling is substantial, although this can be reduced through the presence of wing bristles, chordwise wing flexibility, and more complex wingbeat kinematics. It is not clear how flexibility in the spanwise direction of the wings can alter the lift and drag generated. We used a hybrid version of the immersed boundary method utilizing finite elements to simulate a 3D idealized clap and fling motion across a range of wing flexibilities. We found that spanwise flexibility, in addition to three-dimensional
spanwise flow, can reduce the drag forces produced during the fling while maintaining lift, especially at lower Re. While the drag required to fling 2D wings apart may be more than an order of magnitude higher than the force required to translate the wings, this effect is significantly reduced in 3D. Similar to previous studies, dimensionless drag increases dramatically for $R e<20$, and only moderate increases in lift are observed. Both lift and drag decrease with increasing wing flexibility, but below some threshold, lift decreases much faster. This study highlighted the importance of flexibility in both the chordwise and spanwise directions for low $R e$ insect flight. The results also suggest that there is a large aerodynamic cost if insect wings are too flexible.

In chapter 4, we used the immersed boundary method to quantify the flows generated by the metachronal motion of brine shrimp swimming appendages. Metachronal paddling is used by a variety of organisms to propel themselves through a fluid. This mode of swimming is characterized by an array of appendages that beat out of phase, such as the swimmerets used by long-tailed crustaceans such as crayfish and lobster. This form of locomotion is typically observed over a range of Reynolds numbers greater than 1 where the flow is dominated by inertia. The majority of experimental, modeling, and numerical work on metachronal paddling is in the higher Reynolds number regime. In this paper, we construct a simplified numerical model of one of the smaller metachronal swimmers, the brine shrimp. Brine shrimp are particularly interesting since they swim at Reynolds numbers on the order of 10 and sprout additional paddling appendages as they grow. We use the immersed boundary method to numerically solve the fluid-structure interaction problem of multiple rigid paddles undergoing cycles of power and return strokes with a constant phase difference and spacing that are based on brine shrimp parameters. Using a phase difference of $8 \%$, we quantify the volumetric flux and efficiency per paddle as a function of the Reynolds number and the spacing between the paddles. We find that the time to reach periodic steady state for adult brine shrimp is large ( $\approx 150$ stroke cycles) and decreases with decreasing Reynolds number. Both efficiency and average flux increase with Reynolds number. In terms of leg spacing, the average flux decreases with increased spacing while the efficiency is maximized for intermediate leg spacing.

### 5.1 Limitations of the studies and future work

There are several ways to further the work done on MeshmerizeMe that I believe would have a positive impact on future use. At this stage, the software only handles the creation of vertices. The management of the vertices to create springs, beams, muscles, and other types of models is in the
hands of the user. A rudimentary class for the the creation of target points, mass points, springs, and a few other basic structures has already been implemented. These classes allow a user proficient in Python to manually create the necessary files for the simulation based on the vertex file and associated class structures. I believe it to be worthwhile to complete this library to cover all of the basic constituents of the IB2D and IBAMR 2D models. This will make it easier for researchers to create their complete model using Python without the need to switch to different software interfaces.

While coding is efficient for the experienced user, it does present a hurdle for the learner. This can become especially difficult when dealing with a large array of vertex points and needing to figure out which points to connect in what way. One can image a more intuitive interface that gives a visual confirmation of the choices made by the user. Currently, MeshmerizeMe includes a rudimentary plotting feature that allows the user to preview the created mesh. A future version of MeshmerizeMe could include a PyQt-based GUI that allows users to select and group vertex points in a graphical interface and select a class option that should be applied to them. For example, selected points could be turned into target points or connected with springs. This type of interface would help to further reduce the difficulty in entering the biofluids CFD world.

A third potential avenue for development of MeshmerizeMe is to adapt the core of MeshmerizeMe to handle video input. This thesis included two kinematic studies of locomotion - swimming and flying. In both cases, video footage of the relevant organism's locomotion is available to researchers. It would be a great benefit to be able to prescribe kinematics based on actual video footage. A useful Matlab-based tool to extract positional information from collected video footage is already available [158]. The latest iteration of this software utilizes a deep learning methodology to partially automate the tracking of key points in a video, for example the wing tip of a flying bird. A similar method could be implemented with MeshmerizeMe. A still image from the beginning of the video would be used for mesh generation, while supervised boundary tracking methods could be implemented to track how the discovered boundary deforms over time. This would be used to create target points that move the boundary in a realistic manner in IB simulations.

In chapter 3, two flexible elliptical wings were simulated moving with an idealized motion. There are a number of ways that these simulations could be made more realistic. It has been shown for the tiny parasitoid wasp Encarsia that the wings do not beat in a horizontal plane [115]. In fact, the wings move upward while being flung apart at the beginning of the downstroke, which is thought
to reduce the drag generated. The incorporation of more realistic wing beat kinematics into our simulations would provide additional insights into how these insects enhance lift while minimizing drag. Furthermore, the flexible wings are treated as a neo-Hookean material with uniform thickness. In reality, the material properties of insect wings are nonuniform and nonlinear [20], in part due to the presence of wing venation. Some tiny insect wings are also bristled such that they act as a porous structure [23]. The treatment of the wings as a porous structure with nonuniform material properties would also provide additional insights into wing design and the aerodynamics of tiny insects.

Similarly, we made a number of modeling simplifications in chapter 4. One limitation of our model has been the placement of the brine shrimp legs. Based on observations by Kemal Ozalp (UNC), the spacing of the brine shrimp legs is tighter than was possible in our paddle model. The decision to use wider spacing was made to accommodate the rigid paddles' full motion, which mirrored what was observed. A future model should implement the tight spacing found in nature by incorporating a joint into each paddle or by allowing the paddle to be flexible. In this way, we could accommodate both the tight spacing and the full range of motion. Our simulations are also two dimensional, and the effects of flow in the third dimension as the fluid is pulled and pushed in all directions between the appendages is likely important. Some recent work by Alex Hoover has considered three-dimensional metachronal paddling in a marine worm, and it is possible to modify this model for brine shrimp. Finally, the brine shrimp swimming appendages are bristled and likely act as porous structures. Additional realism could be incorporated into the model by using a porous description of the paddles.

## APPENDIX A

## A DERIVATION OF THE NAVIER-STOKES EQUATIONS

The state of a moving fluid in three dimensions is completely described if five quantities are known:

1. the three components of velocity
2. and two thermodynamic properties, typically density and pressure.

These five quantities may be determined from three physical conservation laws. We will derive them in both their integral and differential forms.

## A. 1 Conservation of Mass

Consider some reference volume $\Omega_{0}$ of fluid, e.g. a small sphere of fluid. Let $\rho(\mathbf{x})$ be the density of the fluid at some point $\mathbf{x}$ in space. By integrating this density over the control volume of interest we obtain the total mass of fluid enclosed in $\Omega_{0}$ as $\int \rho \mathrm{d} \Omega$. We next consider the flux across a surface element $S$ of the control volume. The mass flowing through this surface element is given by $\rho \mathbf{u} \cdot \mathrm{d} S$, where $\mathbf{u}$ is the fluid velocity. By convention $\mathrm{d} S$ is taken along the outward normal, resulting in a positive flow corresponding to fluid exiting the control volume and a negative flow corresponding to mass entering our reference volume. Under the assumption that mass is neither created nor destroyed in our control volume, the change in mass must equal this flux taken over the whole control volume:

$$
\begin{equation*}
\frac{\partial}{\partial t} \int_{\Omega} \rho \mathrm{d} \Omega=-\oint_{S} \rho \mathbf{u} \cdot \mathrm{~d} \mathbf{S} \tag{A.1}
\end{equation*}
$$

or more simply:

$$
\begin{equation*}
\frac{\partial}{\partial t} \int_{\Omega} \rho \mathrm{d} \Omega+\oint_{S} \rho \mathbf{u} \cdot \mathrm{~d} \mathbf{S}=0 . \tag{A.2}
\end{equation*}
$$

This is the integral form for the conservation of mass, also referred to as the equation of continuity.
To rewrite this in differential form we utilize Green's theorem to rewrite the surface integral as a volume intergal, allowing us to write the relation as a single integral equation. By commuting the
time integration with the volume integral this yields

$$
\begin{equation*}
\int_{\Omega}\left[\frac{\partial \rho}{\partial t}+\nabla \cdot(\rho \mathbf{u})\right] \mathrm{d} \Omega=0 \tag{A.3}
\end{equation*}
$$

As the control volume is arbitrary, this ought to hold for any choice of control volume, thus giving the differential form of mass conservation as

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+\nabla \cdot(\rho \mathbf{u})=0 \tag{A.4}
\end{equation*}
$$

In an incompressible fluid $\frac{\partial \rho}{\partial t}=0$, in which case this reduces to

$$
\begin{equation*}
\nabla \cdot \mathbf{u}=0 \tag{A.5}
\end{equation*}
$$

## A. 2 Conservation of Momentum

We next consider the conservation of momentum for our fluid particles, which we will derive in differential form. In classical mechanics, conservation of momentum is typically expressed as $\mathbf{F}=m \mathbf{a}$, where $\mathbf{F}$ is the sum of all forces acting on a body and $\mathbf{a}$ is the acceleration of said body. For our purposes of dealing with a unit parcel of fluids, $m \equiv \rho$, and it remains to determine the acceleration. The velocity of a fluid particle $\mathbf{u}(\mathbf{x}, t)$ is a function of space and time, so by the chain rule

$$
\begin{align*}
\frac{d}{d t} \mathbf{u} & =\sum_{i=1}^{n}\left(\frac{\partial \mathbf{u}}{\partial x_{i}} \frac{\partial x_{i}}{\partial t}\right)+\frac{\partial \mathbf{u}}{\partial t}  \tag{A.6}\\
& =\frac{\partial \mathbf{u}}{\partial t}+\mathbf{u} \cdot \nabla \mathbf{u}
\end{align*}
$$

This is also known as the material derivative, sometimes written as $\frac{D \mathbf{u}}{D t}$. So the right-hand side of Newton's second law can be expressed as $\rho\left(\frac{\partial \mathbf{u}}{\partial t}+\mathbf{u} \cdot \nabla \mathbf{u}\right)$. It remains to define the forces acting on our fluid.

The fluid experiences two kinds of forces - fluid forces and external body forces:

$$
\begin{equation*}
\mathbf{F}=\underbrace{\nabla \cdot \sigma}_{\text {internal forces }}+\mathbf{f}_{\text {external }} \tag{A.7}
\end{equation*}
$$

where $\sigma$ is a stress tensor representing the internal stresses in the fluid. This stress tensor can be divided into two terms, one representing volumetric stress and one representing shear stresses. This way we may write

$$
\begin{equation*}
\sigma=-p I+T \tag{A.8}
\end{equation*}
$$

where $p$ is pressure, $I$ is an identity matrix, and $T$ is a tensor of the shear stresses experienced by our fluid parcel.

To determine the form of $T$, assumptions need to be made about the fluid. For our purposes we assume a so-called Newtonian fluid, defined as a fluid for which shear stress is proportional to the rate of deformation. In this case, $T$ has components

$$
\begin{equation*}
\tau_{i, j}=\mu\left(\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}\right), \tag{A.9}
\end{equation*}
$$

where $\mu$ is the proportionality constant. In this case $\nabla \cdot \sigma=-\nabla p+\mu \Delta \mathbf{u}$, where $\Delta$ is the Laplacian, and our conservation of momentum may be written as

$$
\begin{equation*}
\rho\left(\frac{\partial \mathbf{u}}{\partial t}+\mathbf{u} \cdot \nabla \mathbf{u}\right)=-\nabla p+\mu \Delta \mathbf{u}+\mathbf{f}_{\mathrm{ext}} . \tag{A.10}
\end{equation*}
$$

## A. 3 Putting it Together

Combining our results regarding conservation of momentum and conservation of mass, we arrive at the complete Navier-Stokes equations used in the simulations in this thesis, which describe the motion of an incompressible, viscous fluid.

$$
\begin{align*}
\rho\left(\frac{\partial \mathbf{u}}{\partial t}+\mathbf{u} \cdot \nabla \mathbf{u}\right) & =-\nabla p+\mu \Delta \mathbf{u}+\mathbf{f}_{\mathrm{ext}}  \tag{A.11}\\
\nabla \cdot \mathbf{u} & =0
\end{align*}
$$

## APPENDIX B

## DETAILS ON THE IMMERSED BOUNDARY METHOD

The two-dimensional formulation of the immersed boundary (IB) method used in chapter 2 to study flow through dragonfly wing veins and lymphatic capillaries and around starfish is provided below. IB2d [64, 38, 39] and IBAMR [65] are the two open-source implementations that were used for these studies. For a full review of the immersed boundary method, please see Peskin [4].

## B. 1 Governing Equations of IB

The conservation of momentum equations that govern an incompressible and viscous fluid are listed below:

$$
\begin{gather*}
\rho\left[\frac{\partial \mathbf{u}}{\partial t}(\mathbf{x}, t)+(\mathbf{u}(\mathbf{x}, t) \cdot \nabla) \mathbf{u}(\mathbf{x}, t)\right]=-\nabla p(\mathbf{x}, t)+\mu \Delta \mathbf{u}(\mathbf{x}, t)+\mathbf{f}(\mathbf{x}, t)  \tag{B.1}\\
\nabla \cdot \mathbf{u}(\mathbf{x}, t)=0 \tag{B.2}
\end{gather*}
$$

where $\mathbf{u}(\mathbf{x}, t)$ is the fluid velocity, $p(\mathbf{x}, t)$ is the pressure, $\mathbf{f}(\mathbf{x}, t)$ is the force per unit area applied to the fluid by the immersed boundary, $\rho$ and $\mu$ are the fluid's density and dynamic viscosity, respectively. The independent variables are the time $t$ and the position $\mathbf{x}$. The variables $\mathbf{u}, p$, and $\mathbf{f}$ are all written in an Eulerian frame on the fixed Cartesian mesh, x.

The interaction equations, which handle all communication between the fluid (Eulerian) grid and curvilinear mesh describing the immersed boundary (Lagrangian grid) are given by the following two integral equations:

$$
\begin{align*}
\mathbf{f}(\mathbf{x}, t) & =\int \mathbf{F}(s, t) \delta(\mathbf{x}-\mathbf{X}(s, t)) d s  \tag{B.3}\\
\mathbf{U}(s, t) & =\int \mathbf{u}(\mathbf{x}, t) \delta(\mathbf{x}-\mathbf{X}(s, t)) d \mathbf{x} \tag{B.4}
\end{align*}
$$

where $\mathbf{F}(s, t)$ is the force per unit length applied by the boundary to the fluid as a function of Lagrangian position, $s$, and time, $t, \delta(\mathbf{x})$ is a three-dimensional delta function, and $\mathbf{X}(s, t)$ gives the Cartesian coordinates at time $t$ of the material point labeled by the Lagrangian parameter, $s$. The Lagrangian forcing term, $\mathbf{F}(s, t)$, gives the deformation forces along the boundary at the Lagrangian parameter, $s$. Equation (B.3) applies this force from the immersed boundary to the fluid through
the external forcing term in Equation (B.1). Equation (B.4) moves the boundary at the local fluid velocity. This enforces the no-slip condition. Each integral transformation uses a two-dimensional Dirac delta function kernel, $\delta$, to convert Lagrangian variables to Eulerian variables and vice versa.

The way deformation forces are computed, e.g., the forcing term, $\mathbf{F}(s, t)$, in the integrand of Equation (B.3), is specific to the application. To hold the geometry nearly rigid, all of the Lagrangian points along the immersed boundary were tethered to target points. This has the effect of holding the boundary in place through a penalty forcing term where the force applied to the fluid is proportional to the difference between the actual location of the boundary and the desired location. In this model, the target force penalty term took the following form,

$$
\begin{equation*}
\mathbf{F}(s, t)=k_{\text {targ }}(\mathbf{Y}(s, t)-\mathbf{X}(s, t)), \tag{B.5}
\end{equation*}
$$

where $k_{\text {targ }}$ is a stiffness coefficient and $\mathbf{Y}(s, t)$ is the prescribed position of the target boundary. Note that $\mathbf{Y}(s, t)$ is a function of both the Lagrangian parameter, $s$, and time, $t$; however, in this model $k_{\text {targ }}$ was chosen to be very large to minimize movement of the boundary.

For the case of the dragonfly wings, another penalty forcing term was used to prescribe the inflow conditions into the wing veins. This penalty force was applied directly onto the Eulerian (fluid) grid. The penalty force was proportional to the difference between the local fluid velocity and the desired fluid velocity and is given as

$$
\begin{equation*}
\mathbf{f}_{\text {inflow }}=k_{\text {flow }}\left(\mathbf{u}(\mathbf{x}, t)-\mathbf{u}_{\text {flow }}(\mathbf{x}, t)\right), \tag{B.6}
\end{equation*}
$$

where $k_{\text {flow }}$ is the penalty-strength coefficient, and $\mathbf{u}_{\text {flow }}(\mathbf{x}, t)$ is the desired background flow profile as in [159]. For the simulations involving hemolymph flow through wing veins, we enforce the following parabolic inflow into the wing vein along the $x$-direction,

$$
\mathbf{u}_{\text {flow }}(\mathbf{x}, t)=\left\{\begin{array}{cl}
-U_{\max } \tanh (2 t)\left(\frac{(M P+w / 2-y)(M P-w / 2-y)}{w^{2} / 4}\right) & \text { if inside prescribed region }  \tag{B.7}\\
0 & \text { elsewhere }
\end{array}\right.
$$

where $U_{\max }$ is the desired max peak velocity in the parabolic inflow, $M P$ is the midpoint of the vein and $w$ is the width of the vein. Note that a hyperbolic tangent is used to ramp up the inflow during
the course of the simulation.


Figure B.1: Illustrating the subset of the insect vein geometry where the prescribed inflow condition is enforced.

Similarly, for the simulations of oscillatory flow past one or more starfish, we enforce the following oscillatory parabolic inflow into the starfish channel in the $x$-direction,

$$
\mathbf{u}_{\text {flow }}(\mathbf{x}, t)=\left\{\begin{array}{cl}
-U_{\max } \sin (2 \pi f t)\left(\frac{(M P+w / 2-y)(M P-w / 2-y)}{w^{2} / 4}\right) & \text { if inside prescribed region }  \tag{B.8}\\
0 & \text { elsewhere }
\end{array}\right.
$$

where $f$ is the frequency of pulsation (set to $2 H z$ ) and the other parameters are analogous to before except with $w$ and $M P$ being the width and midpoint of the channel, respectively.

Using a regularized delta function as the kernel in the interaction equations given by Eqs.(B.3-B.4) makes the immersed boundary method relatively easy to implement and flexible. To approximate these integrals, a discretized (and regularized) delta function was used. In this paper, we use one described in [4], e.g., $\delta_{h}(\mathbf{x})$,

$$
\begin{equation*}
\delta_{h}(\mathbf{x})=\frac{1}{h^{3}} \phi\left(\frac{x}{h}\right) \phi\left(\frac{y}{h}\right) \phi\left(\frac{z}{h}\right), \tag{B.9}
\end{equation*}
$$

where $\phi(r)$ is defined as

$$
\phi(r)= \begin{cases}\frac{1}{8}\left(3-2|r|+\sqrt{1+4|r|-4 r^{2}}\right), & 0 \leq|r|<1  \tag{B.10}\\ \frac{1}{8}\left(5-2|r|+\sqrt{-7+12|r|-4 r^{2}}\right), & 1 \leq|r|<2 \\ 0 & 2 \leq|r|\end{cases}
$$

## B. 2 Numerical Algorithm

For the wing vein and starfish examples that use IB2d, we impose periodic and no slip boundary conditions on a rectangular domain. To solve Equations (B.1), (B.2), (B.3) and (B.4) we need to update the velocity, pressure, position of the boundary, and force acting on the boundary at time $n+1$ using data from time $n$. The IB does this in the following steps [4], with an additional step (4b) for IBAMR [160, 65]:

Step 1: Find the force density, $\mathbf{F}^{n}$, on the immersed boundary from the current boundary configuration, $\mathbf{X}^{n}$.

Step 2: Use Equation (B.3) to spread this boundary force from the Lagrangian boundary mesh to the Eulerian fluid lattice points.

Step 3: Solve the Navier-Stokes equations, Equations (B.1) and (B.2), on the Eulerian grid. Doing so, we are updating $\mathbf{u}^{n+1}$ and $p^{n+1}$ from $\mathbf{u}^{n}, p^{n}$, and $\mathbf{f}^{n}$. Note that a staggered grid projection scheme is used to perform this update.

## Step 4:

4a. Update the material positions, $\mathbf{X}^{n+1}$, using the local fluid velocities, $\mathbf{U}^{n+1}$, using $\mathbf{u}^{n+1}$ and Equation (B.4).

4b. (IBAMR only) Refine Eulerian grid in areas of the domain that contain an immersed structure or where the vorticity exceeds a predetermined threshold, if on a selected time-step for adaptive mesh refinement.

## APPENDIX C

## Background on Bézier Curves

Bézier curves are a type of interpolating polynomial known as a spline. An $n$th degree Bézier polynomial may conveniently be written as a sum of $n+1$ weighted control points $\mathbf{P}_{i}$. The weights are known as Bernstein basis polynomials and take the form

$$
b_{i, n}(t)=\binom{n}{i}(1-t)^{n-i} t^{i} .
$$

A curve $\gamma(t)$ may then be written as

$$
\gamma(t)=\sum_{i=0}^{n} \mathbf{P}_{i} b_{i, n}(t) .
$$

The parameter $t$ is defined to be on the closed interval $[0,1]$. The derivative of a Bézier curve is itself a Bézier curve. Specifically, the first derivative is given by

$$
\gamma^{\prime}(t)=n \sum_{i=0}^{n-1}\left(\mathbf{P}_{i+1}-\mathbf{P}_{i}\right) b_{i, n-1}(t)
$$

Paths are modeled as a curve $\boldsymbol{\Gamma}(s)$ that is at least a $C^{0}$ sequence of curves, where $s=[0,1]$ is a parameter used to map to the individual Bézier curves that make up the path. If $\mathbf{P}_{i}^{j}$ is the $i$ th control point of the $j$ th curve in $\boldsymbol{\Gamma}$, then $C^{0}$ continuity translates into the requirement that

$$
\mathbf{P}_{n}^{j}=\mathbf{P}_{0}^{j+1}
$$

To achieve $C^{1}$ continuity, we additionally require that

$$
\mathbf{P}_{n}^{j}-\mathbf{P}_{n-1}^{j}=\mathbf{P}_{1}^{j+1}-\mathbf{P}_{0}^{j+1} .
$$

Perhaps the most common Bézier curve in applications is the cubic Bézier which takes the explicit form

$$
\gamma(t)=(1-t)^{3} \mathbf{P}_{0}+3(1-t)^{2} t \mathbf{P}_{1}+3(1-t) t^{2} \mathbf{P}_{2}+t^{3} \mathbf{P}_{3}
$$

The explicit derivative of the cubic Bézier is given by

$$
\boldsymbol{\gamma}^{\prime}(t)=3(1-t)^{2}\left(\mathbf{P}_{1}-\mathbf{P}_{0}\right)+6(1-t) t\left(\mathbf{P}_{2}-\mathbf{1}\right)+3 t^{2}\left(\mathbf{P}_{3}-\mathbf{P}_{2}\right) .
$$

To rescale a curve from one domain $V$ to another domain $U$, an affine transform of the control points is sufficient. In the particular case $U, V \subset \mathbb{R}^{2}$ this transform may be represented as a simple matrix operator $A: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ by representing a point $\mathbf{p} \in U, \mathbf{q} \in V$ in the form $(x, y, 1)^{T}$. Scaling and translating of control points may be achieved by the function

$$
\mathbf{q}=\mathbf{A p}=\left[\begin{array}{ccc}
s_{x} & 0 & t_{x}  \tag{C.1}\\
0 & s_{y} & t_{y} \\
0 & 0 & 1
\end{array}\right] \mathbf{p} .
$$

For our particular use case we want to map a point $P_{i}$ from the SVG coordinate system $\left[x_{\min }, x_{\max }\right] \times\left[y_{\min }, y_{\max }\right]$ to the coordinate system $\left[0, L_{x}\right] \times\left[0, L_{y}\right]$ used in the simulations. Note that the origin of the SVG coordinates is in the upper left-hand corner of the image, while the coordinate system used in IB2d and IBAMR has its origin in the lower left hand corner. Accounting for this and letting $w=x_{\text {max }}-x_{\min }$ and $h=y_{\max }-y_{\text {min }}$ our operator will be defined as

$$
A=\left[\begin{array}{ccc}
\frac{L_{x}}{w} & 0 & -\frac{L_{x}}{w} x_{\min }  \tag{C.2}\\
0 & -\frac{L_{y}}{h} & L_{y} \\
0 & 0 & 1
\end{array}\right]
$$
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[^2]:    ${ }^{3}$ Meshmerize $M e$ expects a square discretization, that is $\Delta x=\Delta y$, but does not require a square computational domain.

